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Abstract. With the advent of microarray technology, it is possible to measure
gene expression levels of thousands of genes simultaneously. This helps us diag-
nose and classify some particular cancers directly using DNA microarray. High-
dimensionality and small sample size of microarray datasets has made the task of
classification difficult. These datasets contain a large number of redundant and
irrelevant genes. For efficient classification of samples there is a need of selecting
a smaller set of relevant and non-redundant genes. In this paper, we have proposed
a two stage algorithm for finding a set of discriminatory genes responsible for clas-
sification of high dimensional microarray datasets. In the first stage redundancy
is reduced by grouping correlated genes into clusters and selecting a representative
gene from each cluster. Maximal information compression index is used to measure
similarity between genes. In the second stage a wrapper based forward feature se-
lection method is used to obtain a set of discriminatory genes for a given classifier.
We have investigated three different techniques for clustering and four classifiers
in our experiments. The proposed algorithm is tested on six well known publicly
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available datasets. Comparison with the other state-of-the-art methods show that
our proposed algorithm is able to achieve better classification accuracy with less
number of genes.

Keywords: Cancer classification, microarray, clustering, representative entropy,
maximal information compression index, gene selection

1 INTRODUCTION

With the advent of microarray technology, it is possible to measure gene expression
levels of thousands of genes simultaneously. This has helped diagnose and classify
some particular cancers directly using DNA microarray. In literature, a large number
of classifiers have been employed for classification of cancerous vs non-cancerous
patients or different types of cancers. Since microarray datasets are characterized by
high dimension and small sample size classification is very difficult [1]. Many of these
genes are irrelevant or redundant. Irrelevant genes not only increase size of the search
space but also make generalization more difficult. Hence to build up an efficient
classifier, we need to select a set of discriminatory genes by removing redundant,
non-relevant and noisy genes. This process of selecting a set of discriminatory genes
is known as gene selection and is carried out before building a classifier.

In the past a number of gene/feature selection methods have been suggested.
These algorithms designed with different evaluation criteria broadly fall into two
categories: the filter model and the wrapper model [2]. Most filter methods employ
statistical characteristics of data for feature selection. These methods independently
measure the importance of features without involving any learning algorithm; hence
less computation is needed. Based on the evaluation criterion, filter methods are
broadly categorized into two groups:

1. univariate and

2. multivariate evaluation methods.

Univariate methods consider the contribution of individual genes to the classifica-
tion independently whereas multivariate methods consider the combined effect of
genes for classification. Most of the methods suggested in literature are univariate
methods. In univariate method, individual features are scored and ranked based on
certain statistical criteria and features with highest ranking values are selected. In
literature, it has been observed that the combination of individual good genes does
not necessarily lead to good classification performance. Also, since genes selection
methods do not consider the correlation among genes, gene subset so obtained may
contain redundant genes. The wrapper model requires one predetermined learn-
ing algorithm and uses its performance as the evaluation criterion. It searches for
features better suited to the learning algorithm aiming to improve classification per-
formance. Wrapper methods are computationally more intensive than filter methods
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because they evaluate each candidate gene subset using a learning algorithm. The
conventional wrapper methods have been applied for feature selection on small or
medium scale datasets; but, due to large computation time, it is difficult to apply
them directly on high dimensional datasets. Reducing the search space for wrapper
methods will decrease the computation time. This can be achieved by selecting
a smaller set of non-redundant features from the original set of features without
losing any informative feature.

Recently some hybrid approaches [3, 4] have been suggested for gene selection
in literature. They combine more than one approach to obtain a set of genes that
provides better classification accuracy. In this paper, we have proposed a hybrid
algorithm for selecting a set of discriminatory genes. In the first stage we reduce
redundancy by grouping correlated genes. To achieve this, we propose to carry out
gene clustering before gene selection. Various clustering techniques are suggested in
literature. In this paper, we have investigated three different clustering techniques.
Maximal information compression index is used for clustering correlated genes. From
each cluster a representative gene is chosen to obtain a set of non-redundant genes.
In the second stage the Sequential Forward feature selection method is applied to the
set of genes obtained in the first stage for further selecting a smaller set of discrimi-
natory genes. Finally, we evaluated the performance of these clustering algorithms
in terms of classification accuracy, number of genes selected and computation time.

This paper is organized as follows: Section 2 describes briefly the clustering
algorithms used. Section 3 presents outline of our proposed algorithm for gene
selection. Experimental results on six well-known publicly available datasets are
presented in Section 4. Section 5 contains conclusions.

2 GENE SELECTION USING CLUSTERING

Microarray datasets are characterized by large number of genes and very small size
samples. Due to large dimension and small sample size, it suffers from curse of
dimensionality [1]. Hence for building efficient classifier there is a need for selecting
a smaller set of discriminatory genes. A variety of gene selection techniques have
been proposed to determine relevant genes. The most commonly used gene selec-
tion approaches are based on gene ranking (filter approach). In these gene ranking
approaches, each gene is evaluated individually and assigned a score which approx-
imates the relative strength of the gene. Genes are then ranked by their scores and
top-ranked genes are selected. Golub [5] used correlation measure to determine rela-
tionship between expression levels in samples with its class label to select top genes.
In literature [6, 7, 8] many approaches are suggested that adopt the same principle.
The problem with ranking methods is that selected genes are often highly corre-
lated [2, 9]. Besides being an additional computational burden, this redundancy
can also skew the result and may lead to misclassification. Also, the selected subset
so obtained may not perform well on a given classifier as we are not using a classifier
while selecting such subset. It is observed that wrapper approaches, which involve
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a classifier, perform better on small and medium dimensional data. However, they
cannot be applied directly on high dimensional microarray dataset as they require
huge computation. We can overcome this problem by determining a smaller set of
genes for wrapper approach. This is possible if we can group correlated or similar
genes into clusters and then select a representative gene from each cluster. The
collection of these representative genes of each cluster can provide us a reduced set
of independent genes. Wrapper method can then be applied to this reduced set of
genes to get a set of discriminatory genes for better classification.

Clustering is the task of assignment of a set of objects into clusters so that
objects in the same cluster are similar in some sense. In literature many diverse
clustering techniques have been used for grouping such correlated or similar genes.
Self-organized maps (SOM) [10], hierarchical [11] and K-means clustering [12] are
some of the most widely used clustering techniques. Each technique is associated
with certain advantages and disadvantages.

An important step in any clustering technique is to select a distance or similarity
measure between two objects. In literature, a large number of similarity or distance
measures have been used to determine similarity between two genes. Some of the
commonly used similarity measures are Fuclidean distance and Pearson correlation
coefficient. However, Euclidean distance is not suitable to capture functional si-
milarity such as positive and negative correlation, and interdependency [13]. Also
Euclidean distance is suitable only for a data which follows a particular distribu-
tion [14]. Pearson coefficient is not robust to outliers and it may assign a high
similarity score to a pair of dissimilar genes [15]. Both these measures are also sen-
sitive to scaling and rotation. Maximal information compression index is suggested
in literature [16] for measuring redundancy between two features. The maximal in-
formation compression index Aq(z1, x9) for two random variables 1 and x5 is defined
as

o1+ 09 — \/(01 +09)2 — doy102(1 — p(x1, 22))?
2

(1)

Ao (21, m2) =

where 01, 04 are the variance of 21 and s, respectively and p(zy, ) is the correlation
between x; and x».

The value of \y measures dependency between z; and x5 and is zero when the
features are linearly dependent. It increases as the amount of dependency decreases.
The measure Ay possesses several desirable properties such as symmetry, sensitivity
to scaling and invariance to rotation. Some of these properties are not present in
the commonly used Euclidean distance and correlation coefficient. Hence A2 may be
a good choice for measuring similarity or redundancy between the two features. We
have used different clustering techniques in our experiments. A brief description of
each is given below.
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2.1 Divisive Hierarchical Clustering

It is a class of clustering algorithms based on top-down strategy. In this, one starts
with all objects in one cluster [17] and subdivides the cluster into smaller clusters
until it satisfies certain termination condition, such as a desired number of clusters
are obtained or the diameter of each cluster is within a certain threshold. For
hierarchical clustering three parameters are needed. Firstly, some distance measures
for evaluating the similarity between different objects. Secondly, a way for choosing
the cluster to be splitted, and last but not the least a heuristics for splitting a given
cluster into two or more clusters.

In our algorithm we have used maximal compression index for measuring the
similarity between two genes. Since we are interested in clusters with maximum
redundancy, i.e. each cluster should have maximum redundancy so representative
entropy measure is used for selecting a cluster to be splitted from a set of available
clusters. Representative entropy [16] measures the amount of redundancy among
genes in a given cluster. For a cluster containing p genes with covariance matrix X,
representative entropy, Hg of a cluster is given by

p —_ —_
HR:—Z)\Zlog)\l (2)

=1

where \; = 37’/\1 and A\;,l =1,2,...,p are the eigenvalues of the matrix X.

=1
Hp, attains a minimum value (zero) when all the eigenvalues except one are zero,

or in other words when all the information is present along a single direction. If all
the eigenvalues are equal, i.e. information is equally distributed among all the genes,
Hp is maximum. High value of representative entropy represents low redundancy
in the cluster. Since we are interested in partitioning the original subspace into
homogeneous clusters, each cluster should have low representative entropy. So we
split a cluster which has maximum Hpi among a given set of clusters as it contains
more non-redundant genes.

For splitting a given cluster into two clusters two different strategies are used.
The first strategy is based on maximal compression index and the second strategy
is based on graph theoretic approach (NCUT). A brief explanation of each of them
is given below.

2.1.1 Partition Based on Maximal Compression Index

In this strategy, the maximal compression index between all the genes in the cluster is
calculated. Then two genes with maximum dissimilarity, i.e. maximal compression
index, are chosen and are made the centres of two newly formed clusters. The
remaining genes are then assigned to one of the clusters depending upon its distance
from the centres of newly formed clusters. The outline of this clustering technique
is given below:
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Algorithm for Divisive hierarchical clustering based on Maximal Com-
pression Index

Initialization: Set C' = initial set of genes;

S = empty set /* Set of Selected Attributes */

Choose Cluster_Size

Calculate dissimilarity Matrix W using maximal information compression index

AR

Choose two genes with maximum dissimilarity and make them the centres of
two newly formed clusters C; and Cs. // finding centres of new clusters

6. Each gene in the original cluster is assigned to one of the clusters C; and Cs
depending upon their similarity with the center. // Splitting original cluster
into cluster Cy and Cs.

7. no_of_clusters = 2;

8. While (no_of clusters < Cluster_Size)

9. Begin
10. For each cluster calculate the representative entropy Hp
11.  Choose the Cluster C; having maximum entropy.

12.  Choose two genes in C; with maximum dissimilarity and make them the centres
of two newly formed clusters C;; and Cje. // finding centres of new clusters

13.  Each gene in the original cluster is assigned to one of the clusters C;; and Cj
depending upon their similarity with the center. // Splitting original cluster
into cluster C;; and Cjs.

14. no_of_clusters = no_of_clusters + 1
15. End

2.1.2 Partition Based on NCUT

The research work [18, 19] proposed an efficient normalized cut (NCUT) method
based on graph theoretic approach for image segmentation. The normalized cut
criterion measures both the total dissimilarity between the different groups as well as
total similarity within the groups. This can also be used for clustering of correlated
genes in microarray data. In NCUT a given graph G = (V, E), where v; € V
represents a gene and e(v;, v;) € E represents similarity between two genes v; and v;
is divided into two disjoint sets A and B. For partitioning of the genes into two
sets A and B, the capacity of the normalized cut (N cut) is defined as

cut(A, B) cut(A, B)
assoc(A, V) = assoc(B,V) (3)

Ncut(A, B) =

where
cut(A,B) = > w(u,v) and assoc(A, V)= > w(u,t). (4)

ucAveB ueA eV
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To determine a better partition of a cluster the value of N cut should be minimized.
Determining minimum normalized cut is a NP-hard problem. Shi and Malik [18]
have shown that this problem can be reformulated as eigenvalue problem which is
given by

D 3(D—W)D %z = A (5)
It has been shown by Shi and Malik [18] that second smallest eigenvector of the above
generalized eigenvalue system is the real valued solution to our minimum normalized
cut problem. Hence, the second smallest eigenvector can be used to partition the
original cluster into two clusters. The outline of NCUT clustering technique is given
below:

Algorithm for NCUT Clustering

1. Initialization: Set G = initial set of genes;

2. § = empty set /* Set of Selected Attributes */
3. Choose Cluster_Size
4

. Calculate the Similarity Matrix W using Maximal information compression in-
dex

Define D where D(i) = >, W (i, j)
6. Solve eigenvalue problem D~V2(D — W)D™ 12z = \x

7. Use the eigenvector with second smallest eigenvalues to divide the original cluster
C into two clusters.

o

8. no_of_clusters = 2;
9. While (no-of_clusters < Cluster_Size)

10. Begin

11. For each cluster calculate the representative entropy Hg
12. Choose the Cluster C; having the maximum entropy

13. Repeat step (4)—(7) for Cluster C;

14. no_ of_ clusters = no_ of_ clusters + 1;

15. End

2.2 NMF Clustering

Non-negative matrix factorization (NMF) is a group of algorithms in multivariate
analysis and linear algebra where a matrix X, consisting of only positive values,
is factorized into (usually) two matrices F' and G such that X = FG”. It can be
traced back to 1970s and is studied extensively by Paatero [20]. The work of Lee
and Seung [21, 22] brought much attention to NMF in machine learning and data
mining fields. It has proven to be a powerful technique for dimension reduction
and clustering. A recent theoretical analysis [23] shows the equivalence between



928 R. Bala, R. K. Agrawal

NMF and k-means clustering. Given a data set in matrix X (n X m) containing
m samples in n-dimensional space, in which each entry is nonnegative, NMF finds
an approximation as

X ~ FGT (6)

where F'is n x d and G is m x d matrices. This is solved by finding F' and G such
that
min [ X — FGTP, st.F >0,G > 0. (7)

Generally speaking, for any given solution (F,G) of NMF: X ~ FGT there exits
large number of matrices (A, B) such that

ABT =1,FA> 0 and GB > 0. (8)

Thus (FA,GB) is also the solution with the same residue min |X — FG|%. So or-
thogonality condition is imposed on matrix to ensure uniqueness of the solution [24].
Therefore, Equation (7) reduces to

min [X — FG"? st.F >0,G>0,G"G = 1. (9)

An iterative update algorithm was given by Ding [24] for updating F' and G. Ac-
cording to this F and G can be updated using the following equations:

XTF) i
o = Cur gy (10)
XG)ix
Fy. < Fmﬁ (11)

In application of cluster analysis, clustering is done based on the value of G. It
assigns sample j to cluster ¢ if Gj; is the largest element in row j of G.

3 PROPOSED ALGORITHM

In our proposed algorithm, first the original gene set is divided into some distinct
clusters such that the genes within a cluster are highly correlated to each other
while those in different clusters are independent. For clustering three clustering
techniques described in Section 2 are employed. For measuring the distance between
genes maximal compression index is used. After the genes are clustered, the best
gene from each cluster is selected using t-statistics to create a set of independent
genes. This set of independent genes may contain genes which are not relevant
for classification. Therefore to select a set of relevant genes, Sequential Forward
Selection (SFS) is applied. In this, one starts with an empty set and then adds
one feature at a time that increases a given criterion. Our aim is to select a set of
discriminatory genes giving maximum accuracy. Hence, the criterion chosen for SF'S
is accuracy of the classifier. As the number of samples is much lower in microarray
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datasets, leave-one-out cross-validation is used for calculating accuracy. In Leave-
one-out cross-validation (LOOCV) the training set containing n samples is divided
into n disjoint sets each containing a single sample. The classifier is trained n times,
each time with a different set (containing single sample) held out as a validation
set. The estimated accuracy of Leave-one-out cross validation is the mean of these
n accuracies. The outline of the proposed algorithm is given below:

Algorithm for Proposed Gene Selection Method PHASE 1

1. Initialization: Set G = initial set of genes;

2. Choose Cluster_Size n

@

Divide G into n clusters Cy, Cs, . . ., C}, using any one of the techniques described
in Section 2.

S = empty set

Fori=1ton
Find the informative gene g; from cluster C; using t-statistics.
S = SUg;;

® N o

end

PHASE II // to determine subset of genes which provides maximum classification
accuracy

1. Initialization R = ®

2. For each calculate classification accuracy (CA) for classifier M.
3. [zg, maz_acc] = max; CA(z;)
4

. R=RUuxy; S =8 — x5 Rmin =R // Rmin is the gene subset corresponding
to maximum accuracy

For each z; € S calculate classification accuracy of S U x; for classifier M
[k, maz_acc] = max; CA(S U ;)
R=RUux;S=5—

if new_max_acc >max_acc then R_min= R; max_acc = new_max_acc;

© P N o

Repeat steps 5-8 until max_acc = 100 or S = &

10. Return R_min, max_acc

4 EXPERIMENTAL SETUP AND RESULTS

To test the efficacy of our proposed algorithm we have performed experiments on
six publicly available datasets. The details of these datasets are given below.
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The Colon Tumor Dataset: This dataset was first used by Alon et al. [25]. It
contains 62 samples collected from colon-cancer patients. Out of 62 samples,
40 samples are collected from patients suffering from colon tumor and 22 sam-
ples are of healthy patients. In total, there are 6500 genes but in most of the
experiments 2000 genes with the highest minimal intensity are used [25]. This
dataset is downloaded from Kent Ridge Bio Medical repository.

The Ovary Cancer Dataset: This dataset was first used by Emanuel F. Petri-
coin IIT [26]. It is a two class problem. It contains 253 samples among which
91 samples are of healthy persons and 162 samples are of persons suffering from
ovarian cancer. The entire Ovarian Cancer Dataset contains expression informa-
tion of 15154 genes. This dataset is downloaded from Kent Ridge Bio Medical
repository.

The Leukemia Dataset: This dataset was first used by Scott A. Armstrong [27].
It is referred as ALL-AML-3. It consists of gene expression of three cases:
acute myeloid leukemia (AML), acute lymphoblastic leukemia T-cell (ALL-
T) and acute lymphoblastic leukemia B-cell (ALL-B). It contains 72 samples
out of which 24 are ALL, 20 are MLL and 28 are AML samples. The en-
tire leukemia data set contains the expression information of 7129 genes. The
data is downloaded from http://www-genome.wi.mit.edu/cgi-bin/cancer/
publications.

The SRBCT Dataset: This dataset was first used by Khan [28]. SRBCT is the
dataset of small round blue cell tumor. This group of highly malignant neo-
plasms accounts for approximately 10 % of all solid tumors to affect children un-
der the age of 15 years based on incidence. They are generally composed of small
round cells that appear blue when stained by conventional histopathological pro-
cesses. Owing to their morphological similarities, unambiguous clinical diagnosis
is difficult. The expression dataset for the SRBCT includes four types of cancers,
neuroblastoma (NB), rhabdomyosarcoma (RMS), Burkitt lymphoma (BL), and
the Ewing family of tumours (EWS). The SRBCT dataset contains 83 samples
out of which 29 are EWS samples, 11 are BL samples, 18 are NB samples and 25
are RMS samples. The entire dataset includes the expression data of 2 308 genes.
It is available at http://research.nhgri.nih.gov/microarray/supplement/.

The Prostate Dataset: This dataset was first used by Singh [29]. The Prostate
dataset contains 102 samples out of which 52 samples are samples of person
suffering from prostate tumor and 50 samples are of healthy persons. The origi-
nal dataset contains 12600 genes. The dataset is pre-processed. The intensity
thresholds are set at 10 — 16 000 units; then the genes with max/min < 5 or
(max — min) < 50 are filtered out. After pre-processing, a dataset with 102 sam-
ples and 5966 genes is obtained.

The LungCancer dataset: This dataset was first used by Gavin J. Gordon [30].
It is used to distinguish between malignant pleural mesothelioma (MPM) and
adenocarcinoma (ADCA) of the lung. There are 181 tissue samples out of which
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31 are of MPM and 150 are of ADCA. Each sample is described by 12 533 genes.
This dataset is downloaded from Kent Ridge Bio Medical repository.

Datasets are first normalized using Z score. During the first phase of the algo-
rithm the original gene set is partitioned into k clusters using a clustering algo-
rithm. We have used three different clustering techniques described in Section 3.
Once clustering is complete, from each cluster the most relevant gene is selected
using t-statistics. Thus a pool of k independent genes is created. The experi-
ment is conducted for different cluster sizes (k). The cluster sizes are taken as
30, 40, 50 and 60. During the second phase Sequential Forward Feature Selec-
tion method is applied to obtain a set of relevant genes which provides maximum
classification accuracy. Classification accuracy (Leave-one-out cross validation) of
the classifier is used as a criterion in forward feature selection. The different clas-
sifiers used in our experiments are linear discriminant classifier (LDC), quadratic
discriminant classifier (QDC), k-nearest neighbor (KNN) and support vector ma-
chine (SVM). For KNN the optimal value of k is chosen. In SVM linear kernel is
used.

Table 1 shows the best results obtained among various cluster sizes by different
clustering techniques for different classifier. Following observations are made from
Table 1:

1. For Colon dataset, with KNN maximum accuracy of 100 % is achieved with 8
genes using NMF. With QDC a maximum accuracy of 98.38 % with 25 genes
using NMF. For LDC maximum accuracy of 98.38 % is achieved with 32 genes
and for SVM an accuracy of 96.77 % is achieved with 19 genes using NCUT.

2. For SRBCT dataset, maximum accuracy of 100 % is achieved for all the classifiers
with genes selected by different clustering algorithms. Best result obtained is
100 % accuracy with 5 genes for SVM using NCUT.

3. For Leukemia dataset, accuracy of 100 % is achieved for all the classifiers. Best
result is 100 % accuracy with 5 genes for QDC and KNN using NCUT.

4. For Prostate dataset, accuracy of 100 % is achieved with 5 genes for SVM using
NMF. With LDC and QDC maximum accuracy of 98.03% is achieved using
NMF. For KNN we are able to achieve maximum accuracy of 99.01 % with
7 genes using NCUT.

5. For LungCancer dataset, accuracy of 100 % is achieved by the genes selected by
all the clustering algorithms for all the classifiers. Best result obtained is 100 %
accuracy with 2 genes for KNN using NMF.

6. For Ovary dataset, accuracy of 100 % is achieved by using all clustering algo-
rithms for all the classifiers. Best result obtained is 100 % accuracy with 2 genes
for KNN using NCUT.

7. For all the datasets except Colon and Prostate, for each classifier we are able to
find a set of genes which gives 100 % LOOCYV accuracy.
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8. None of the clustering technique seems to be clear winner. Performance of NMF
and NCUT methods is better compared to hierarchical clustering. It has also
been observed that performance of NMF and NCUT is comparable.

9. Gene selection depends on the choice of the classifier used.

Dataset Classifier Clustering Method
Hierachial NCUT NNMF
Colon LDC 93.54 (6) | 98.38 (32) | 91.93 (11)
QDC 95.16 (6) | 95.16 (6) | 98.38 (25)
KNN 98.38 (12) | 96.77 (11) 100 (8)
SVM 95.16 (19) | 96.77 (19) | 95.16 (31)
SRBCT LDC 100 (7) 100 (31) 100 (14)
QDC 100 (18) | 97.59 (11) | 100 (11)
KNN 100 (6) 100 (6) 100 (7)
SVM 100 (6) 100 (5) 100 (8)
Leukemia LDC 97.22 (5) 100 (7) 100 (6)
QDC 100 (8) 100 (5) 100 (8)
KNN 100 (22) 100 (5) 100 (6)
SVM 100 (7) 100 (46) 100 (32)
Prostate LDC 97.05 (36) | 97.05 (5) | 98.03 (5)
QDC 98.03 (9) | 97.05 (19) | 98.03 (8)
KNN 99.01 (3) | 99.01 (7) | 98.03 (5)
SVM 99.01 (19) | 99.01 (15) 100 (5)
LungCancer LDC 100 (4) 100 (3) 100 (4)
QDC 100 (3) 100 (4) 100 (3)
KNN 100 (2) 100 (3) 100 (2)
SVM 100 (3) 100 (3) 100 (4)
Ovary LDC 100(6) 100 (3) 100 (3)
QDC 100 (3) 100 (3) 100 (3)
KNN 100 (4) 100 (2) 100 (3)
SVM 100 (4) 100 (3) 100 (3)

Table 1. Comparison of best results obtained by different clustering techniques

In Table 2, we have compared the performance of our proposed method in terms
of classification accuracy and the number of genes with some already existing gene
selection methods in literature [6, 28, 31, 32, 33, 34, 35, 36, 37, 38]. It can be observed
from Table 2 that the performance of our proposed algorithm is significantly better
in terms of both classification accuracy and number of genes selected.

The smallest gene subsets giving the maximum accuracy for different datasets
are listed in Table 3. We have also compared the time taken by different cluster-
ing algorithms. Table 4 shows the time taken (in seconds) by different clustering
algorithms when cluster size is 30. It can be observed from Table 4 that the time
taken by NMF clustering is significantly less compared to NCUT and hierarchical
clustering.
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COLON OVARY
Proposed method 100 (8) Proposed Method 100 (2)
PSO + ANN [6] 88.7 PSO + ANN [6] 97.0
Yuechui and Yaou [38] 90.3 NB [33] 96.2
BIRSW [35] 85.48 (3.50) | BKS [33] 97.0
BIRSF [35] 85.48 (7.40) | DT [33] 97.8
PROSTATE LUNGCANCER
Proposed Method 100 (5) Proposed Method 100 (2)
GAKNN [34] 96.3 (79) | GS2 + KNN [6] 93.1 (44)
BIRS [35] 91.2 (3) | GS1+SVM [6] 98.6 (4)
Chos + SVM [6] 98.6 (80)
Ftest + SVM [6] 98.6 (94)
Shah and Kaushik [36] 100 (8)
PSO + ANN 6] 98.3
Yuechui and Yaou [38] 98.3
LEUKEMIA SRBCT
Proposed Method 100 (5) Proposed Method 100 (5)
GS2 + KNN 6] 98.6 (10) | GS2+ SVM [6] 100 (96)
GS1+ SVM [6] 98.6 (4) GS1+ SVM [6] 98.8 (34)
Chos + SVM [6] 98.6 (80) | Chos + SVM][6] 98.8 (80)
Ftest + SVM [6] 98.6 (33) | Ftest +SVM [6] 100 (78)
Fu and Liu [31] 97.0 (4) | Fu and Liu [31] 100 (19)
Guyon [32] 100 (8) Tibsrani [37] 100 (43)
Tibsrani [37] 100 (21) Khan [28] 100 (96)

Table 2. Comparison of Maximum Classification accuracy and number of genes selected
with other state of art methods

To check the generalization capabilities of the genes selected by our proposed
algorithm, we also calculated 10-fold cross validation using the different gene subsets
selected by our algorithm. The results of the same are given in Table 1. Tables 1
and 5 show that classification accuracy obtained by 10-fold cross validation is ap-
proximately the same as the classification accuracy obtained by LOOCYV for all the
datasets and classifiers except colon dataset with QDC. This shows that the selected
gene subsets are good for building classifier.
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Dataset Classifier | LOOCV | Gene Set (Gene Accession Number)
Colon KNN 100 % (M26383, X86693, D14812, R44418,

T41204, M64231, H55916, M81651)
SRBCT SVM 100 % (796258, 812105, 770394, 207274, 183337)
Leukemia SVM 100 % (M23197_at, U05259_rnal_at, J04132_at,
HG2036_at HT2090_at, U85611_at)
Prostate SVM 100 % (37639 _at, 2041 i at, 41504 s _at,
32137_ at, 38259_ at)
LungCancer KNN 100 % (33328_at, 1818 s_at)
Ovary KNN 100 % (MZ2.7921478, MZ245.24466)

Table 3. Gene Subset giving maximum accuracy for different datasets

Dataset Time in Seconds

Hierarchical Clustering | NCUT NMF
Colon 1758.3 1470.8 23.6
SRBCT 2320.4 1940.4 69.8
Prostate 3150.5 2529.4 268.7
Leukemia 4024.7 3395.6 467.8
LungCancer 8996.8 8256.7 748.2
Ovary 14678.9 12568.8 | 1289.6

Table 4. Time taken by different clustering techniques when cluster size is 30

5 CONCLUSION

In this paper, we have proposed a two stage algorithm for finding a set of dis-
criminatory genes for classifying microarray datasets. Microarray datasets contain
a large number of redundant and irrelevant genes. Since microarray datasets contain
many correlated genes, the proposed approach first reduces redundancy by grouping
correlated genes. We have used a different similarity measure, namely maximal in-
formation compression index which has not been used before for microarray datasets.
A representative gene from each cluster is selected using ¢-statistics. The size of this
set obtained is small. This allows us to use wrapper approach at the second stage.
The use of wrapper method at the second stage gives a better subset of genes. Expe-

Dataset LDC QDC KNN SVM
Colon 91.94+2.28 | 77.10£3.85 | 99.03 +0.88 97 £0.88
SRBCT 99.28 £1.08 | 98.55£1.32 | 99.04 +1.01 100+ 0
Leukemia 99.44 £ 0.76 100+ 0 99.72 £ 0.62 | 98.89 £ 0.62
Prostate 97.25£0.44 | 97.65+£0.69 | 97.65 + 1.32 | 99.22 £ 0.44
LungCancer | 99.56 £ 0.25 100 £0 99.45 £ 0.39 100 £ 0
Ovary 100+0 100+ 0 99.84 £+ 0.22 99.60 £ 0

Table 5. Results of 10 fold Cross validation using the best gene subset selected
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rimental results show that our proposed method is able to achieve a better accuracy
with a small number of genes. In the first stage we have investigated three different
techniques, namely divisive hierarchical clustering based on maximal compression
index, divisive clustering technique based on NCUT and NMF for clustering. In the
second stage we have used four different classifiers — SVM, KNN, LDC and QDC.
None of the clustering algorithms or classifiers seems to be a clear winner but for
each dataset we are able to find a set of genes that gives 100 % LOOCYV accuracy
for some classifier. Comparisons with other state-of-the-art methods show that our
proposed algorithm is able to achieve better or comparable accuracy with lower
number of genes for all the datasets used.
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