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Abstract. Efficient retrieval of XML elements and documents is essential in the ef-
fective application of the XML format. The ranking function BM25F is composed of
several document fields with potentially different degrees of importance; these fields
are known as selected fields that give substantial improvements over the baseline
BM25. The BM25F function has performed well in past evaluations; however, there
are issues that require additional attention. In the first instance, which elements
should be treated as fields? Secondly, what is an appropriate weight for each field?
Previously, document fields were selected manually, and the weight for each chosen
field was tuned before being assigned. Two automatic methods are introduced in
this paper that enable the extraction of fields in document-centric XML documents
and the assignment weights to the selected fields. Our experiments show an im-
provement of up to 28 % over BM25, and up to 15 % over BM25F at iP[0.01] based
on INEX evaluations.
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1 INTRODUCTION

The widespread use of Extensible Markup Language (XML)! documents in digital
libraries has led to the development of information retrieval (IR) methods specifi-

! http://www.w3.org/TR/xml11/
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cally designed for XML collections. Most traditional IR systems are limited to whole
document retrieval. In contrast to document retrieval, there are no pre-defined fixed
retrieval units in XML retrieval. XML documents separate content and structure;
XML-IR systems can retrieve relevant portions of documents. A document is in-
dexed by a set of terms, and each term has associated weighting functions. These
term statistics are employed by the retrieval algorithm to estimate to estimate the
relevance of the document. Thus, the weighting function plays an important role
because it greatly affects the precision and recall results of the retrieval systems.

According to the Initiative for the Evaluation of XML Retrieval (INEX)? [11]
studies, information about document structure can be used to boost terms that oc-
cur in any specific document field or XML element. For example, a term occurring
in element “title” might be more important than a term appearing in the “section”
or “paragraph” elements. These heuristics have been applied with success to opti-
mize IR system which we call BM25F [34, 4, 20, 35, 17]. The BM25F function is
an extension of the BM25 ranking retrieval function that is adapted to score field
documents. BM25F is composed of several document fields or elements with poten-
tially different degrees of importance. However, there are questions that have not
been appropriately addressed in the past. Previously, field documents have been
selected manually by an expert. The weight was tuned before it was assigned. This
exacerbated pre-processing complexity with respect to cost and time and encour-
aged heterogeneous collections [31, 32, 37]. Therefore, we investigated two research
issues in this article:

1. Which elements should be considered fields?

2. What is an appropriate weight for each field?

We propose two automatic methods; the selected fields are automatically chosen
using mixed content elements, and the elements are not tuned for each selected field.
Rather, the weights of the fields are tuned for effective IR system.

This paper is organized as follows. Section 2 reviews related work. Section 3
presents a method of addressing the problems. Section 4 explains our approaches
to these issues, and Section 5 shows the implementation of our system. Section 6
presents the experimental setup, results and discussion. Section 7 provides conclu-
sions and recommendations for further work.

2 RELATED WORK

In this section, we provide an overview of previous XML research that has influenced
this article.

2 https://inex.mmci.uni-saarland.de/
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2.1 XML Indexing Methods

The basic XML data model is a labeled, ordered tree. Figure 1 shows the data tree
of an XML document based on the node-labeled model.

Mixed Content

<article id="1">
<title>xml</title>
<!--example comment-->
<body>

xml

xml

Element node

<section>
retrieval
<title>xml</title>
<p>information</p>
<p>retrieval</p>
</section>
</body>
</article>

Attribute node ‘
Xi

ml ‘ ‘information‘ ‘retrieval‘

Fig. 1. The example of an XML element tree

(Classical retrieval models have been adapted to XML retrieval. Several indexing
strategies [15] have been developed in XML retrieval, as shown in Figure 2.
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Fig. 2. Illustrations of some of the indexing strategies

Element-Base indexing [25, 12, 13] allows each element to be indexed on the basis
of both direct text and the text of descendants. This strategy has a major drawback
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in that it is highly redundant. Text occurring at the n'" level of the XML logical
structure is indexed n times and thus requires more index space. This strategy is
illustrated in Figure 2a), where all elements are indexed. Leaf-Only indexing [8,
9, 10] allows indexing of only leaves through element or elements directly related
to text. This strategy addresses the redundancy issues noted above. However, the
propagation algorithm for the retrieval of non-leaf elements requires a certain level
of efficiency. This strategy is illustrated in Figure 2b), where the leaf elements are
indexed. Aggregation-Based indexing [25, 26, 27, 28] uses the concatenated text of
an element to estimate a term statistic. This strategy has been used to aggregate
term statistics directly on the basis of the text and its descendants. This is illustrated
in Figure 2b), where the leaf elements are indexed. Selective indexing [8, 21] involves
eliminating small elements and elements of a selected type; this strategy is illustrated
in Figure 2c¢), where only semantic elements are indexed. Distributed indexing [21,
22, 23, 24] is separately created for each type of element in conjunction with the
selective indexing strategy, as shown in Figure 2¢). The ranking model runs each
index separately and retrieves ranked lists of elements. These lists are merged to
provide a single rank across all element types. To merge lists, normalization is
performed to take into account the variation in elements size across the different
indices such that scores across indices are comparable.

2.2 XML Ranking Methods

Ranking schemes depend on the chosen indexing strategies and specific mechanisms,
such as propagation and aggregation in which only leaf elements are indexed. The
various approaches to XML ranking strategies serve as models for traditional docu-
ment retrieval. The majority of these ranking methods maintain index and rank
elements with or without structural constraints, according to an element relevance
to a given query. The relevance score estimated from the statistics of a term at the
element level or document level is as follows.

Prior works [34, 4, 20, 35, 17] present BM25F as an extension of the baseline
BM25 [33, 35] scoring function that is adapted to score field documents. Using the
BM25F scheme presented in [17], an element score is computed as follows:

The normalized of term frequency is obtained by first performing the length on
term frequency W, s, of a term ¢ in a field f in an element e.

tfe,f,t
lene f
1+by* (

avgleny

We e =

=y M)

Note that:

e b is a parameter.
o len, s is the length of field f in element e.

e avgleny is the average length of elements in the entire collection after multiplying
the normalized term frequency W, ;, by field weight W.
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tfe,t = z Wf * We,f,t (2)
f

tfet
BM?25F (e, q) g Wy % 3
teqUe t ky +tfet ( )

Note that:

e BM25F (e, q) measures the relevance of element e to query q.

e ¢ is a set of query terms.

o tf. s is a weighted normalized term frequency.

e [ is a parameter to control the non-linear growing term frequency function.

e 1V, is the inverse document frequency weight of term ¢.

Element scoring [12, 13, 18] is based on language models and employs element-
based indexing. Given a query g, terms ¢; for each element e and its corresponding
element language model &, the element e is ranked as follows:

P(e|q) = P(e) = P(q | &) (4)
Note that:

e P(e) is the probability of relevance for element e.

e P(q | S.) is the probability of the query q generated by language model ©.

For instance,
P(ty,- -t | ©c) = [[AP(ti | €) + (1 = ) P(t: | ) (5)

Note that:

e P(t; | e) is estimation of term ¢; in element e.
P(t; | C) is the probability of term ¢; in collection C.

e ) is the smoothing parameter, and length, is the element length, which can be
used to set P(e) as follows:

length,

Ple) = >, length,

(6)

This strategy is based on element-based indexing; therefore, it also has the
problem of term redundancy.
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Score propagation [8, 9, 10] is used to rank elements based on leaf-node indexing,.
Scoring is propagated upward to ancestors. The resulting relevance score for each
element is a weighted accumulation of ranking scores of the element’s children. This
strategy was presented by the Gardens Point XML-IR (GPX) [8, 9, 10], a propaga-
tion method that was proposed as a bottom-up scheme (BUS) [40]. For example,
for each element with only one relevant child element, the child should be ranked
higher. Otherwise, this element is ranked higher than the child. The assignment of
a numeric score to a document given a query can be represented as follows:

score(e,q) = D(m). = Y _ score(e, q). (7)

Note that:

e D(m) is the smoothing parameter for each element e set as follows.
e If e has one child, then D(m), = 0.49.
e Otherwise, D(m), = 0.99.

Score aggregation methods [25, 26, 28] rank elements based on the aggregated
representation of the term statistics of its own context with the statistics of the
element’s children. The effectiveness of the aggregation depends on [ parameters,
which set the weight for each component and are estimated through learning me-
thods. The assignment of a numeric score to a document for a query can be repre-
sented as follows:

P(t | ©c) = Bown * P(t | Scoun) +3_ Bj * P(t| Sc,)- (8)

e
Note that:

® Bown + X ; Bj = 1 the model for the 3 parameters includes the contribution of
each language model in the aggregation. The drawback of this model involves
the estimation of this 8 parameter.

Score merging [21, 22, 23, 24] is adopted as the indexing strategy for different
types of elements. Indexing is separately created for each type of element. The
ranking model must run each index separately and retrieve ranked lists of elements.
These lists are merged to provide a single rank across all element types. To merge
lists, normalization is performed to take into account the variation in size of the
elements in different indices, so that scores across indices are comparable. The
assignment of a numeric score to a document for a query can be represented as

follows: .
Yece Weg * Wi e xief:

length, * length,

(9)

score(e, q) =

Note that:

e length, is the length of the query in terms.
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e length, is the length of the element in terms.

Recall that the distribution indexing chosen for this strategy has issues related
to indexing maintenance.

RUN ID Ranking Method iP[0.01]
p78-UWatFERBM25F BM25F 0.6333
p68-109LIP60kapi BM25 0.6141
pl0-MPII-COFoBM BM25 & Proximity 0.6134
p60-UJM-15525 BM25 0.6060

p6-UamsFSsec2docbil00  Element Scoring 0.5997

Table 1. Top 5 participants in the ad hoc track focused task of INEX 2009

Table 1 shows the effectiveness of INEX 2009 evaluations [11] and the “p78-
UWatFERBM25F” from the University of Waterloo [16]. This run, which uses
a BM25F over two fields — “title” and “body” — has outperformed than other runs;
“p6-UamsFSsec2docbil00” is based on element scoring and uses a language model
from the University of Amsterdam [18]. “p10-MPII-COFoBM” is based on TopX
models that make use of proximity information. It usually improves the effective-
ness of search systems [3] and other runs that are based on the baseline BM25 on
a standard article index with the b and k parameters tuned [2, 6]. However, there are
issues that need more attention. We thus briefly describe the problem statements
in next section.

3 PROBLEM STATEMENT

XML documents often contain elements such as INEX collections from IEEE con-
taining fields such as “title”, “abs”, “bdy”, “st”, or from INEX-2006 containing
fields such as “title”, “body”, “section”, “caption”, “collectionlink”, “emph2”, or
from INEX-2009 containing fields such as “article”, “sec”, “personality”, “vehicles”,
etc. Previous studies [34, 4] have found it beneficial to exploit the document’s in-
ternal structure to improve the effectiveness in the IR system. In [34, 4] the role of
field weight Wy of BM25F (2) is highlighted. Because all weights must be tuned for
each selected field, this issue contributes to the weight of document in the BM25F
function. The authors show that the tuning values for Wy are all integers, and they
tune Wy (atl, abs, st) from (1,1,1) to (max, max, max), where maz is the limit of
increasing value in the experiment using increments of 1. The result shows that
the values of (2356, 4, 22) for W return the highest average precision score. Along
these lines, another study [16] constructed two fields manually, one for “title” and
another for “body”. The “title” field consists of the concatenation of an article title
and any ancestral and current section titles. The “body” field contains the rest
of the text in the element. Unfortunately, because the INEX-2006 collection has
only one-level of section headings whereas the INEX-2009 collection has subsection
headings, and considers only the first level section headings. Thereafter, the values
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for Wy (title,body) are tuned from (1,1) to (max, max) using increments of 0.1.
The result shows that the values of (4.0,1.2) for W} achieve the highest result on
iP[0.01].

For the manually selected fields from the various document design of XML
level for each collection, our assumption in using content at the document level
implies unfairness for all elements. For instance, the content in element “arti-
cle[1]/body][1]/section[1]” is not reflected into element “article[1]/title[1]” with re-
spect to the absolute XPath. Rather, it reflects their descendants as follows:

e article[1]/body[1]/section[1]/title[1]
e article[1]/body[1]/section[1]/p[1]
e article[1]/body[1]/section[1]/p[2].

In previous studies [41, 42, 16], the document structure was exploited to improve
effectiveness in the IR system. The analytical operations were usually performed
manually by experts who increased the pre-processing complexity at the expense of
cost and time while encouraging heterogeneous collections [31, 32, 37]. Furthermore,
the tuning values for W; of BM25F function required the training data and evalua-
tion set that were difficult to implement for new and heterogeneous collections.

4 METHODS

In this section, to address the research issues of this paper we just briefly describe
two automatic methods. The first method can be used for automatic selection of
fields using mixed content elements. The second method implements the scoring
function to assign weights to each selected field obtained by the first method.

4.1 Automatic Extraction of Mixed Elements (AutoMix)

XML documents are often divided into two categories; namely data-centric and
document-centric documents. The data-centric documents are characterized by
a fairly regular structure with no mixed content. The document-centric documents
are usually documents that are designed for human consumption. They are cha-
racterized by a less regular or an irregular structure and a large amount of mixed
content. A content model of the XML element type is mized content when elements
of that type may contain text with child elements.

To solve the first problem related to the BM25F function, automatic field selec-
tion and a new automatic extraction is proposed. Our approach considers the use of
an automatic method to choose selected fields using only mixed content elements.
As a result, the introduction of mixed content was necessary. We believe that mixed
content elements, and to some extent their descendants, can help in deriving an au-
tomatic method to choose selected fields. We propose the use of a method called
AutoMix for the extraction of mixed content elements. The mixed content elements
are separated into new indices known as Selected Weight (SW) as follows.
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N: is an element in document D
C,: is a Child node of N

T: is a Text Node

SWindex: 18 a Selected index
LN;paez: 1s a Leaf Node index

SELECTMIXCONTENT(Node N)
BEGIN
IF N contains Child C,, THEN
IF N contains Text T" THEN
ADD Node N and Text T" TO SWidex
END-IF
FOREACH Child C,, IN Node N
SELECTMIXCONTENT(C,)
END-FOR
ELSE
IF N contains Text T' THEN
ADD Node N and Text T TO LN;ygex
END-IF
END-IF
END.

Algorithm 1: AutoMix Algorithm

In the following algorithm description, indentation is used to denote the details
of algorithm.

1. Read all nodes N entries from the document D
2. For each node N in the list of No. 1

3. If node N contains child C),, and N contains text 7" Then
ADD Node N and Text T TO SWindex
For each child C,, in node N go to 3
Otherwise go to 4

4. If node N contains text T" Then
ADD Node N and Text T TO LNipgex

5. When all nodes N from the list are calculated, and then return SWi,qex and
LNindex

After that we classify mixed content elements. At first, we consider a simplifed
XML data model, but we disregard comments, links and attributes. Referring to an
example of an XML element tree, we classify tags automatically, and then we build
new indices as follows:
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Selected Weight Index:

o x1/article[1]/body[1]: “xml”
e x1/article[1]/body][1]/section[1]: “retrieval”

Leaf Node Index:

e x1/article[1]/title[1]: “xml”

[1]/body[1]/section[1] /title[1]: “xml”
[1]/body[1]/section[1]/p[1]: “information”
[ [

/body|[1]/section[1]/p[2]: “retrieval”

e x1/article
1
e x1/article[l

e x1/article

4.2 Double Scoring Function

Previous studies [41, 42] present the extended BM25 function, which is known as
compactness of the baseline BM25. However, this strategy is limited in that each tag
name must be the same to implement automatic grouping and weight calculation.

We present a new method to reduce parameter tuning, namely, the Double
Scoring function [44]. This function is based on new extended indices that store all
of the selected fields. Selected Weight indexing is similar to traditional information
retrieval because each XML node is a bag of words, and can thus be scored as an
ordinary plain text documents. Then, we calculate the Selected Weight index using
the BM25 function. After this step, we can compute the element score as follows.

In the following algorithm description, indentation is used to denote the details
of algorithm.

1. Set the relevance list L, to empty list
2. Read the both lists from L, and L,

3. For each list SW in the relevance of L,
Set Weight,,, = SWicore

4. For each list LN in the relevance of Ly,
Set We@ghtln - LNscorc

5. If SW € LN then ADD LN, (Weight,, x Weight,, ) to list Ly
Otherwise ADD LN, Weight,, to list Ly

6. When all lists from L, and L;, are calculated, then return L,

We define Score(e, q) is a score for the relevance of a term ¢ of an element e
and then we used the baseline BM25 in Sphinx’s formula to score the element nodes
according to query terms ¢ contained in content conditions as follows:

(kl + ].) k tft,e

len(e '
ky * ((1 —b) +bx ) +tft,e>

Score(e, q) = Wy *

(10)
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L, is the relevance list
Lg,: is the list of relevance from the Selected index
Ly,: is the list of relevance from the Leaf Node index

DOUBLESCORING(List Lg,, List Ly,)
BEGIN
SET L, := EMPTY
FOREACH List SW IN Ly,
SET Weight,,, = SWicore
FOREACH List LN IN L,
SET Weighty, := LNscore
IF SW € LN THEN
ADD LN, Weight,,, * Weight,,, TO List L.
ELSE
ADD LN, Weight,,, TO List Ly
END-IF
END-FOR
END-FOR
END.

Algorithm 2: DoubleScoring Algorithm

Note that:

Score(e, q) measures the relevance of element e to query g.

tfie is the frequency of term t occurring in element e.

len(e) is the length of element e.

avel is the average length of elements in the entire collection.

e [y and b are used to balance the weight of term frequency and element length.
Then, we compute the inverse element frequency W, as follows:

log [*=5e+1]

B log(N +1)

t

Note that:

e 1V, is the inverse element frequency weight of term t.
e N is the total number of an element in the entire collection.
e ¢, is the total element of a term t occur.

From Equation (2), we can see that a linear combination of the weighted field
frequencies is used instead of the original term frequency in specified fields. We
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hypothesize that this method can also be applied to all of the mixed content elements
that we propose in the SW indices. Our basic assumption is that an element should
be treated like a document.

Suppose we have n mixed content nodes in a given collection C. Given a weight
W, for each element n, this contributes to a given weight of element stored in the
SW indices. These indices are similar to document retrieval because each mixed
content node is a bag of words of itself. Therefore, the BM25 weight cannot benefit
from the information contained in the fields with less text. Thus, we discard the
mixed content elements in the result set while keeping elements under the same
indices of leaf-node content, and then we calculate the Selected Weight index using
term frequencies (TF) according to [43]. For each weight Wy of the BM25F (2), we
multiply each relevance list of Selected Weight by Wy, as follows:

Win = SW (e, q). (12)
Note that:

o W;,, is the field weight of mixed content elements e in the Selected Weight index.

Then, we compute score for each element e as follows:

SWi(e,q) = the. (13)

teq
Note that:

e SW(e,q) measures the relevance of element e in the Selected Weight index to
query q.
e tf, is the frequency of term ¢ occurring in element e.

We run the query ¢ in parallel on each index (i.e., the SW;4e. and LN;pger),
and then we use the new score for each list to implement the BM25W as follows:

BM25W (e, q) = Score(e, q) * [ SW (es, q). (14)

i€n
Note that:
e The BM25W (e, q) measures the relevance of element e to query g.
Following this, we compare the double scoring (BM25W) with the BM25F func-

tion as shown in Table 2.

5 IMPLEMENTATION OF XML RETRIEVAL SYSTEM
5.1 XML Retrieval Model

The More Efficient XML Information Retrieval (MEXIR) [45] is based on a leaf-node
indexing scheme that uses a relational DBMS as a storage back-end. We discuss the
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BM25W BM25F

1. This model has two indices, 1. This model has only the

both SW and Leaf Node index Leaf Node index

2. The document fields are automatically 2. The document fields are

chosen using mixed content elements selected manually by an expert

3. W; is the weight automatically 3. Wy is the weight manually
assigned at query time assigned in data pre-processing time
4. W does not require a tuning parameter 4. Wy requires a tuning parameter
5. W} does not require training data 5. W; requires training data

and an evaluation set and an evaluation set

Table 2. Comparison between of the BM25W and the BM25F functions

schema setup using MySQL? and the full-text engine Sphinx* [1] with the MySQL
dumps function.
Sphinx has two types of weighting functions:

1. The phrase rank is based on the length of the longest common subsequence
(LCS) of search words between the document body and query phrases. If there
is a perfect phrase match in some document, then its phrase rank would be equal
to the number of query words, which would be the highest possible rank.

2. The statistical rank is based on the classic BM25 function, which only takes word
frequencies into account. If a word is rare in the entire database, it receives more
weight,.

At first, we consider a simplified XML data model, but we disregard Meta mark-
up such as comments, links and attributes. Figure 3 depicts the overview of the
XML retrieval system. The main components of the MEXIR retrieval system are as
follows:

1. When new documents are entered into the system, the Absolute Document
XPath Indexing (ADXPI) [46] indexer parses and analyzes the name of an ele-
ment and its position to build the inverted lists for each index in this system.

2. The extension XML compression for ADXPI (ecADXPI) compressor analyzes
the frequency of each element and its position to build the mapping of dictionary
base, where the compressed data is stored into MySQL database.

3. The AutoMix analyzes the tree position for each element to separate content to
build the Selected Weight (SW) and Leaf Node indices, which are stored in the
MySQL database.

4. The SphinxDB search engine is used to build both indices in the system. The
Selected Weight index is based on Term Frequency, and the Leaf Node index is
based on the classic BM25 function.

3 http://dev.mysql.com/
4 http://www.sphinxsearch.com/
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5. The Score Sharing function is used to assign parent scores by sharing scores
from leaf nodes to their parents using a top-down approach.

6. The Double Scoring function is used to adjust the Leaf Node scores based on
linear combination.

’6. Double Scoring 4. Sphinx DB

o] OB

Selected Weight index

\ 5. Score Sharing

EU;VS é"' Leaf Node index

2. ecADXPI :{)‘ 1. ADXPI <,L:]‘3.AutoMix

I

Jga)

Fig. 3. The MEXIR system overview

5.2 The ADXPI Indexer

According to previous studies [46, 7], a single inverted file can hold the entire refer-
ence list, while a suitable indexing of terms can support the fast retrieval of term-
inverted lists. To control overlap and reduce DBMS cost, we use the Absolute
Document XPath Indexing (ADXPI) scheme to transform each leaf element level
into a document level. For instance, consider a document named “x1”; we can build
an index using the ADXPI expression to identify a leaf XML node that has text
contained within the document, relative to the document and its parents according
to AutoMizx function as shown in Figure 4a).
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5.3 The Score Sharing Function

As in a previous study [48], we compute the scores of all elements from 2, in the col-
lection that contain query terms. We consider the scores of elements e by accounting
for their relevant descendants e.. The scores of retrieved elements Score(e, q) are
now shared between the leaf node and their parents in the document XML tree
according to the following scheme.

Score(e, q) < Score(e, q) + (> _ Score(ec, q) * ) (15)

e,c
Note that:

e Score(e, q) is a current parent node.

Score(e., q) is a relevant child of element e.

[ is a tuning parameter.

IF{0 — 1} THEN preference is given to the leaf node over the parents.
OTHERWISE, preference is given to the parents.

n is the distance between the current parent node and the leaf node.

For instance, the query ¢ contains “xml retrieval”, consider the LN (for the
score sharing, see in No. 5 of Figure 3) and ST indices (for the double scoring see
in No. 6 of Figure 3); we assume the score Score(e, q) for each element e is 10 and
B is 0.7; the calculations are as shown in Figure 4.

6 EXPERIMENT SETUP

In this section, we present and discuss the results based on the INEX collection.
We also present the results of an empirical sensitivity analysis of various parameters
performed on a Wikipedia collection. This experiment was performed on Intel Pen-
tium i5 4 x 2.79 GHz with 6 GB of memory, Microsoft Windows 7 Ultimate 64-bit
Operating System and Microsoft Visual C§.NET 2008.

6.1 INEX Collection Tests

The document collections are from the INEX-IEEE document collection which con-
tains a total of 16 819 articles from 24 IEEE Computer Society journals covering the
period 1995-2005. In its canonical form, it is 764 megabytes in size and holds 11
million elements.

The INEX-2006 XML Corpus for English Wikipedia from early 2006 [5] contains
659 338 Wikipedia articles; the total size is 4.6 GB without images, and includes 52
million elements. On average, an article contains 161.35 XML nodes, whereas the
average depth of a node in the XML tree of a document is 6.72.
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Leaf Node index:
- /article[1]/body[1]: “xml”
- /article[1]/body[1]/section[1]: “retrieval”

Leaf Node index:
<titlesxml</title> - /article[1]/title[1]: “xml”

<body> - /article[1]/body[1]/section[1]/title[1]: “xml”
xml m - /article[1]/body[1]/section[1]/p[1]: “information”
- /article[1]/body[1]/section[1]/p[2]: “retrieval”

<article i

<section>
retrieval

<title>xml</title> ‘
<p>information</p>
<p>retrieval</p> .
e e Score Sharing method:
</section>
</body> /[article[1]/body[1]/section[1]/title[1] = 10
</article> [article[1]/title[1] = 10

/article[1]/body[1]/section[1] = (10 * 0.771) =7
/article[1]/body[1] = (10 * 0.772) =4.9
/article[1] = (10 * 0.7A3) + (10 * 0.771) = 7.34

q= “xml” w
‘

Relevance Lists:
- /article[1]/body[1]/section[1]/title[1]

 Jarticle[1)/body[1]/section[1] Double Scoring method:

- Jarticle[1]/body[1] /article[1]/body[1]/section[1]/title[1] = 10 *10 = 100

- Jarticle[1)/title[1] /article[1]/title[1] = 10

- Jarticle[1] /article[1]/body[1]/section[1] = (10 * 0.7A1) =7 *10 = 70

/article[1]/body[1] = (10 * 0.742) * 10 =49
/article[1] = (10 * 0.743) + (10 * 0.781) = 7.34

Fig. 4. Illustrations of the query processing

The INEX-2009 [38] collection was created from the October 8, 2008 dump of
English Wikipedia articles, and incorporates semantic annotations from the 2008-
w40-2 version of YAGO. It contains 2666 190 Wikipedia articles and has a total
uncompressed size of 50.7 GB. There are 101917424 XML elements of at least 50
characters. Sphinx indexing took 1 minute for INEX-IEEE, 5 minutes for INEX-
Wiki06, and 30 minutes for INEX-Wiki09. After indexing, we were able to perform
our experiments.

6.2 INEX Evaluation

As for INEX-IEEE effectiveness [39, 30, 36], we refer to the relative and absolute pre-
cision values as well as the non-interpolated mean average precision (MAP), which
displays absolute (i.e., user-perceived) precision as a function of absolute recall us-
ing official relevance assessments provided by INEX. Furthermore, the following,
more sophisticated XML-specific metrics were newly introduced for the INEX-IEEE
benchmark. The normalized extended Cumulated Gain (CG) metrics are an exten-
sion of the Cumulated Gain metrics that consider the dependency of XML elements
(e.g., overlap and near-misses) within an evaluation.

As for INEX-Wikipedia effectiveness [29, 19, 14], we refer to the main ranking
of INEX evaluation based on iP[0.01] instead of the overall measure mean average
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interpolate precision (MAiP), we adopted an evaluation framework that is based on
the amount of highlighted text in relevant documents. More formally, let p, be the
document part assigned to rank r returned for a topic g. Let rsize(p,) be the length
of highlighted text contained by p,. in characters. Let size(p,) be the total number of
characters contained by p,, and let T'rel, be the total amount of highlighted relevant
text for topic g. Trel(q) is calculated as the total number of highlighted characters
across all documents. A measure at selected precision at rank r is defined as follows:

P S rsize(p;)
TN size(ps)

To achieve a high precision score at rank r, the document parts are retrieved.
Recall at rank 7 is defined as follows:

(16)

R - S TSZ.ZGZ(])Z')‘ (17)
Trel,

To achieve a high recall score at rank r, the document parts retrieved need to
contain as much relevant text as possible. An issue with the precision measure P,
given in Equation (16), an ¢P,, which calculates interpolated precision scores at
recall levels:

iP,= max P, AR, >z;=x <R[ L, (18)
1§7’§‘qu
or
iP,=0;=x> R[| L, |]. (19)
Note that:

e R[|L,|] is the recall over all documents retrieved.

Overall performance measure scores are based on the measure of average inter-
polated precision (AiP). For each topic, the AiP is calculate as follows:

1.00

AiP = — iP,. 20
! 101 * 04007/ ( )

Performance across a set of topics is measured by calculating the mean of the
AiP values obtained by the measure for each individual topic, resulting in MAiP.
Assuming there are n topics:

1 n
MAP == %Y AiP,. (21)

no4

Our experiment only targets the CO Task as well as systems that accept CO
queries. Note that CO queries are terms enclosed in the <title> tag. After this
operation, only the focused task remains in the INEX for 2005, 2008, and 2010 for
each collection. Thus, the system is evaluated only using the focused task according
to the inez-eval and EvaJ tools provided by INEX.
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6.3 Experiment Results and Discussion

6.3.1 AutoMix Results

For the evaluation of AutoMix algorithm, we chose the 11916 documents in part-1 of
INEX-2009 for our experiment. The size of our test was 208 MB and the average size
per document was 18.3 KB. We found that this technique achieved up to 100 % of our
requirements. For example, we considered an example of an XML document named
“60313” and we then classified the mixed content elements automatically using the
AutoMix function. Following that, we built new indices; consider document named
“60313” as shown in Figure 5.

Another example of document name “60843” was shown in Figure 6.

Next we considered the data structure of INEX collections by using the AutoMix
function and we then constructed both Selected Weight and Leaf Node indices and
noted the total number of elements for each INEX collection under analysis. As
shown in Table 3, the INEX-IEEE exhibited 8.59 % mixed content, and the average
length of the mixed content was 337.05 bytes per element. The INEX-2006 exhibited
32.64 % mixed content elements, and the average length of the mixed context was
15.39 bytes per element. The INEX-2009 exhibited 23.63 % mixed content elements
with the average length of the mixed context being 52.83 bytes per element.

Collections Mixed Node Leaf Node Avg. Size (Byte) %

INEX-IEEE 100795 1073179 337.05 8.59
INEX-2006 2201529 4544 086 15.39 32.64
INEX-2009 4117364 11605874 52.83 23.63

Table 3. The number of elements on INEX collections

6.3.2 Double Scoring Results

In this section, we present the results used to evaluate our system. In principle, any
portion of an XML document can be retrieved, although some portions are more
likely to be relevant to the user query.

For the evaluation of the Double Scoring algorithm, we first tuned the para-
meters of score sharing function using INEX-2005 Ad hoc track evaluation scripts
distributed by the INEX organizers. Our tuning approach was such that the sums of
all relevance scores were maximized, as shown in Figures 7 and 8. The total number
of leaf nodes was 2500, and the g parameter was set to 0.10, which was used to
compute the score sharing function.

Following that, we used the Sphinx parameters for the BM25 where k; = 1.20
and b = 0.00 [47]. To evaluate the sensitivity of the evaluation, we used the
entire Sphinx match mode values for each index, including MATCH BOOLEAN
(BOOLEAN), MATCH ANY (ANY), MATCH ALL (ALL), MATCH PHRASE
(PHRASE), and MATCH EXTENDED (EXTEND). Additional details are provided
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=T vermion="1.0" encoding—"OTI 8 7=
=article=

=name id=*"60313" =Dolfin</name=
=conversionwarning>0-= /conversionwarning =

<body =

<=emph2=For the marine animal see
=collectionlink xlink:type=“simple”
xlink:href="9061.xml"” =Dolphin< /collectionlink =

< /emph2=

=figure=

=image xmins:xlink=“http: / /www. w3l org/ 1999 /xlink” xlink:type=“simple™
xlink:href="*.. /fpictures/Dolfinlogo. gil™ id=**157048" xlink:actuate=“onLoad”
xlink:show=“embed” = Dolfinlogo._gif

= /image=

=caption>=

The=emph3=Dolfin< /femph3=

=collectionlink xmins:xlink=“http://www. w3.org,/1999 /xlink”™
xlink:type=*“simple” xlink:href=%“52888.xml"” >logo

= feollectionlink =

< /caption=

= /figure=

<p=>

=emph3=Dolfin= femph2>= is a brand of

=collectionlink xmilns:xlink="http:/ /www. wi.org /1900 /xlink"”
xhink:type="“simple”

xlink:href=%223338 xml” >swimwear

= /ecollectionlink = that sells

<collectionlink xmins:xlink=“http://www. w3 org /1999 /xlink"™
xlink:type="“simple”

xlink:href=*1335181.xml" >competitive swimwear

= feollectionlink > and supplies.

</p=
=template name=*corp stub” =< ftemplate=

=/body=

= farticle=

h <

60313 /article[1]/body[1]: =7

60313/ article]1] /body[1] /emph2[1]: “For the marine animal see”
G313 farticle]1] /body[1]/pl1]: “is o brawd of that sells and supplies.”
G313 farticle] 1] /body[1] /fgure[1] feaption]1]: “The”

Leal MNode Index:

60313 farticle[1] /mame{1]: “Dolfin”

60313 farticle] 1] fconversionwarning{1]: “Daolfin”
E{I!I'E:i,"lﬂ'lliﬂl![l]fb(ni_vll|fl.-llli)'hQ[l]fruﬂl-rlimﬂhlk[l]_' “*Diolfin”

GO313 /article] 1] body[1]/figure[1] fimage]1]: “Dolfinlogo. gif”

G313 farticle]1] /body[1] /figure[1] feaption]1] femph3]1]: “Dolfin”
60313 /article[1] body[ 1] fgnre[1] feaption[1] fealloetionlink[1]: “loge”
o GOA13 /article[1] /Dody[1]/p[1] femph[1]: “Dolfin”

o GO313 /article[1] /body[1]/p[1]/collectionlink[1]: “swimwear™

- Ii-l.l:&l:i;nrl!ck[l]ﬂ)ad}'[iL,‘p}l[,-’mllt‘ouohlink[ﬂ: Seommpelitive awhmwoear”

-
-
-
-

L N I

Fig. 5. lustrations of the document 60313
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W_ N 5
=7xml version="1.0" encoding="UTF-8"7=

=article=
<name id=“6G0843" =RBible story< /mane=
< conversionwarning >0 /conversionwarning =

= body=

<cmph3=Bible stories< femph3=>

Judeo-Christian pambles retelling some portions of the

= collectionlink > Bible

= feollectionlink =, have long had a place in family religions worship,

sgpiritual instruction. literature, and the cultural underpinnings of many

< eollectionlink = Christian= /eollectionlink =

=< collectionlink = Jew < /collectionlink =ish societies. In many Christian churches,
they are principles in many of these stories are being used in preaching and teaching
for Judeo-Christian adults as well. The<=collectionlink= Tanakh< /collectionlink=
Jdso known as the <collectionlink=01d Testaument < /collectionlink =

. contains among others stories about the ereation and fall of mankind., the covenant
God established with

<collectionlink>Abraham< /eollectionlink =

. and the history of the 'Chosen People’ of
=eollectionlink = Isracl< feollectionlink =, The

<ecollectionlink = New Testament < /eollectionlink =

in the Christian Bible contains stories about the life of

< collectionlink = Jesus< /collectionlink >, the parables he told. and about the first
period of apostolic activities.

< section>

<title=See also < ftitle=

<normallist =

=<item>

<unknownlink sre="List of Bible stories” =List of Bible stories< funknownlink >
< fitem =

=< itean >

=unknownlink sre=“Stories” =Stories= funknownlink =

< /fitem>

= jtein >

<unknownlink sre=“Flannelgraph™ =Flannelgraph< /unknownlink =
= a papular method of telling Bible stories

=/item=>

= /mormallist=>

= fsection=

< /body=>
= farticle=

Molews

= RO fartiele] 1] Doy 1) il Clirist b fr
Ak fartielo] 1]y 1] fsetion] 1]/ woermn)
[T T [T S——

lercaal Mo Lindio

FlrempEl: - a pegaalar

waa articlo[ 1] Sanine] 1]: " Hilale stors™
i
e
iz farticho[1] /oy 1 foollect ios “Ehrintinn™
wrticbo| 1]/ bl | 1] ool Boot o R

wrtiee] 1] Mok ] 8] ool boot o

MR Fariiehal 1] soedy] 1] ool leot o

wrtdeto] ] oy 1 | fooibetioe

s ok ] oy 1 fooliection

R St )] Doy [ ]S ool oot ion kiS] N Tostampens”

Sourtiele 1] Doy |1 ool kertontink (0] © b

article] 1] ey woetion[1] /ol ] "See alsa”

wrticha] 1] sy [ Amaotion|1]/normusbitse 1] e 1] Aankrnosnbink] 1 =L
LT

nFUiee] 1] /Tl y ] 1 | metion 1] fimera

kid] “Tanakh™

L O O I )

IV e[ 2] S ankonowa ik 1] S

wrticho] 1]y ] fmoction| 1]/ normu s 1] el

nemitink (1] “Flandl]

Fig. 6. lustrations of the document 60843
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in Table 4 where the columns indicate the Leaf Node index, and the rows indicate
the Selected Weight index. As such, we report the effectiveness of our system for
the INEX collections as follows.

MODE Description

BOOLEAN  The final weight matches query as a Boolean expression

ANY The final weight is a sum of weighted phrase ranks for
matching any of the query words.

ALL The final weight is the sum of weighted phrase ranks for

matching all query words.
PHRASE The final weight is the sum of weighted phrase ranks for
matching the query phrase, which requires a perfect match.
EXTEND The final weight is the sum of weighted phrase ranks and the
BM25 weight, multiplied by a thousand and rounded to the
nearest integer.

Table 4. The sphinx search modes

MODE BOOLEAN ANY ALL PHRASE EXTEND

BOOLEAN 0.2215 0.2419 0.2386 0.2386 0.2170
ANY 0.2189 0.4419 0.4386 0.4386 0.4170
ALL 0.2350 0.4840 0.4751 0.4751 0.4768
PHRASE 0.2230 0.4595 0.4544 0.4544 0.4514
EXTEND 0.4419 0.6499 0.6499 0.6499 0.5678

Table 5. The iP[0.01] effectiveness of the INEX-2008 focused task

MODE BOOLEAN ANY ALL PHRASE EXTEND

BOOLEAN  0.0457 0.0561  0.0560 0.0560 0.0507
ANY 0.0401 0.0961  0.0960 0.0960 0.0907
ALL 0.0521 0.0854 0.0835 0.0835 0.0829
PHRASE 0.0459 0.0870 0.0868 0.0868 0.0868
EXTEND 0.0559 0.1828 0.1827 0.1827 0.1631

Table 6. The MAIP effectiveness of the INEX-2008 focused task

The performance of different Sphinx search features can now be evaluated. Tab-
les 5 and 6 show the results obtained from the BM25W ranking functions on INEX-
2006, and Tables 7 and 8 show the results obtained from the BM25W ranking
functions on INEX-20009.

Tables 5 and 6 show BM25W obtained the highest scores for INEX-2006 on 2008
topics for the MATCH EXTENDED mode on the leaf-node index and the MATCH
ANY mode on the Selected Weight index, with 0.6499 for iP[0.01] and 0.1828 for
MAIP, respectively. Tables 7 and 8 show BM25W obtained the highest scores for
INEX-2009 on 2010 topics for the MATCH EXTENDED mode on the leaf-node
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MODE BOOLEAN ANY ALL PHRASE EXTEND

BOOLEAN 0.2011 0.2162 0.1386 0.1386 0.1170
ANY 0.2179 0.3285 0.3144 0.3284 0.2791
ALL 0.1775 0.2469 0.2432 0.2468 0.2463
PHRASE 0.1719 0.2262 0.2261 0.2261 0.2256
EXTEND 0.2198 0.3909 0.3909 0.3909 0.3769

Table 7. The iP[0.01] effectiveness of the INEX-2010 focused task

MODE BOOLEAN ANY ALL PHRASE EXTEND

BOOLEAN  0.0205 0.0211  0.0211 0.0211 0.0199
ANY 0.0421 0.0619 0.0629 0.0624 0.0615
ALL 0.0319 0.0500 0.0535 0.0500 0.0499
PHRASE 0.0327 0.0570  0.0570  0.0570 0.0570
EXTEND 0.0455 0.0750 0.0749 0.0749 0.0728

Table 8. The MAIP effectiveness of the INEX-2010 focused task

index and the MATCH ANY mode on the Selected Weight index, with 0.3909 for
iP[0.01] and 0.0750 for MAIP, respectively.

We performed a comparative study of the Sphinx search modes based on the
MEXIR system. Based on the INEX evaluations on iP[0.01], the results showed that
the MATCH EXTENDED mode performed better than all of the other methods
for the BM25 function on the leaf-node index. Meanwhile, based on the INEX
evaluations on MAiP, the MATCH ANY mode performed better than all of the
other modes for term frequencies on the Selected Weight index.

In the next step, we compared BM25W with the baseline BM25 and the BM25F
scoring functions. The BM25F function needed additional parameter tuning for the
W, so we set the tuned weights for BM25F to be Wiy = 4.0 and Wyoqy = 1.2,
respect to [16].

Here, we report the effectiveness of our system with respect to the INEX collec-
tions as follows.

RUN ID  iP[0.00] iP[0.0]] iP[0.05] iP[0.10] MAiP
BM25 05451 05134 04790  0.4328  0.1476
BM25F 0.5578  0.5195 05014  0.4657  0.1574
BM25W 0.6579  0.6058  0.5288  0.5017  0.1728
BM25F-SS  0.5790  0.5678  0.5324  0.4938  0.1631
BM25W-SS  0.6790  0.6499  0.5724  0.5438  0.1828

Table 9. The effectiveness of the INEX-2008 focused task

The performance of different features and ranking methods can now be evalu-
ated. Table 9 shows the results obtained from the baseline BM25, BM25F over two
fields: “title” and “body” field, and BM25W using mixed content elements ranking
functions on INEX-2006, while Table 10 shows the results for INEX-2009.
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RUN ID  iP[0.00] iP[0.01] iP[0.05] iP[0.10] MAiP

BM25 0.3420 0.3051 0.2090 0.1328 0.0512
BM25F 0.3477 0.3132 0.2148 0.1655 0.0540
BM25W 0.3524 0.3317 0.2315 0.1889 0.0550

BM25F-SS  0.4087 0.3732 0.2710 0.2088 0.0730
BM25W-SS  0.4131 0.3909 0.2724 0.2089 0.0750

Table 10. The effectiveness of the INEX-2010 focused task

RUN ID INEX-2006 INEX-2009

BM25F-SS  0.5678 0.3732
BM25W-SS  0.6499 0.3909
P (t-test) 0.04 0.14

Table 11. The significance (P) is computed with a 2-tailed t-test at iP[0.01]

In order to make detailed analysis of the BM25W scoring function, we have
also run experiments to study the impact of mixed content element in the perfor-
mance. Table 9 shows the effectiveness of BM25W based on INEX-2006 collection.
Due to the length of mixed context elements, the BM25W function exhibits an im-
provement of effectiveness as follows: for the baseline BM25 measured in terms
of iP[0.00], iP[0.01], iP[0.05], iP[0.10], and MAIP, the improvements are 24.56 %,
26.59 %, 19.50 %, 25.65 %, and 23.85 % respectively. For the BM25F function mea-
sured in terms of iP[0.00], iP[0.01], iP[0.05], iP[0.10], and MAiP, the improvements
are 17.27 %, 14.46 %, 7.51 %, 10.13 %, and 12.08 %, respectively.

Table 10 shows that the effectiveness results for BM25W are based on INEX-2009
collection; for the baseline BM25 measured in terms of iP[0.00], iP[0.01], iP[0.05],
iP[0.10], and MAIiP the improvements are 20.79 %, 28.12 %, 30.33 %, 57.30 %, and
46.48 %, respectively. For BM25F measured in terms of iP[0.00], iP[0.01], iP[0.05],
iP[0.10], and MAiP, the improvements are 1.08 %, 4.74 %, 0.52 %, 0.05 %, and 2.74 %,
respectively. The BM25W function performed well with INEX-2006, which had
a relatively larger size of mixed content elements for each document (see Table 3). It
can be seen that BM25W obtained the best performance, although the improvement
over both the baseline BM25 and BM25F is significant for most of the considered
metrics. Significance (P) was computed with a 2-tailed t-test as shown in Table 11.
The BM25W improved by 0.04 % over BM25F at iP[0.01] on INEX-2006, and 0.14 %
over BM25F at iP[0.01] on INEX-2009.

In this analysis, we take the results that were obtained from BM25W over mixed
content elements and compare them with the results from BM25F over two fields,

RUN ID  iP[0.00] iP[0.01] iP[0.05] iP[0.10] MAiP
GPX 0.6818  0.6344  0.5693  0.5178  0.2587
BM25W-SS  0.6790  0.6499  0.5724  0.5438  0.1828

Table 12. Comparison of the INEX-2008 focused task
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viz. “title” and “body”. It is shown again that BM25W works well with the mixed
content elements of the document-centric XML documents. We can conclude that
significant improvement of results of the BM25W function can be obtained from
the mixed content elements. This finding suggests that it is possible to improve the
BM25W approach, which is the usual benchmark in INEX. The main conclusion that
can be drawn from the experiments is that the BM25W scoring function is successful
in automatically selecting document fields by using mixed content elements, and in
assigning the weight for each chosen field on query time.

In addition, the score sharing technique shows 7.27 % improvement over BM-
25W, 9.29 % improvement over BM25F measured by iP[0.01] on INEX-2006, and
17.84 % improvement over BM25W, 19.15% improvement over BM25F measured
by iP[0.01] on INEX-2009.

Another conclusion which can be obtained from Table 12 is that the overall
results are satisfactory, if we compare them with those usually obtained by the
participants in the INEX contests. Comparing the effectiveness for the GPX sys-
tem [8, 9, 10], the BM25W-SS function shows 2.44 % improvement at iP[0.01] on
INEX-2006.

7 CONCLUSIONS

Generally, classical retrieval models have been dealing with flat documents without
structure. The main consequence of this approach is that terms within a docu-
ment are considered to have the same relevance regardless of their role in the docu-
ment. This assumption implies a relevance model simplification based only on bags
of words, and useful information on the structure is lost. In this paper, we first
demonstrate how an automatic system can choose selected fields using mixed content
elements. Our experiments confirm that the introduction of mixed content elements,
and to some extent their descendants, is necessary in deriving an automatic method
to choose selected fields. Secondly, we reported the experimental results of our
approach using the double scoring function for retrieving large-scale XML collections
using extended index schemes to handle parameter-tuned weights for each selected
field. This strategy uses only common parameters, namely k; and b, of the baseline
BM25 function. Our experiments show an improvement of up to 28 % over BM25,
and up to 15% over BM25F at iP[0.01]. In terms of processing time, our system
took an average of two seconds per topic in INEX-IEEE, an average of ten seconds
per topic in INEX-2006, and an average of twenty seconds per topic in INEX-2009.
In addition, our approach did not require data training or an evaluation set for
parameter tuning.

In future work, we plan to study the sensitivity of the evaluation to the k; and
b parameters of BM25 for each index, and explore how to make inferences regarding
structural aspects based on content and structure (CAS) queries.
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