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Abstract. Recent technological advances in portability, mobility support, and high
speed wireless communications and users’ insatiable interest in accessing the Inter-
net have fueled to development of mobile wireless networks. Internet-based mobile
ad hoc network (IMANET) is emerging as a ubiquitous communication infrastruc-
ture that combines a mobile ad hoc network (MANET) and the Internet to provide
universal information accessibility. However, communication performance may be
seriously degraded by network partitions resulted from frequent changes of the net-

work topology. In this paper, we propose an enhanced least recently used replace-
ment policy as a part of the aggregate cache mechanism to improve the information
accessibility and reduce the access latency in the presence of network partitioning.
The enhanced aggregate cache is analyzed and also evaluated by simulation. Ex-
tensive simulation experiments are conducted under various network topologies by
using three different mobility models: random waypoint, Manhattan grid, and mo-
dified random waypoint. The simulation results indicate that the proposed policy
significantly improves communication performance in varying network topologies,
and relieves the network partition problem to a great extent.
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1 INTRODUCTION

With the recent advent in wireless technologies and mobile devices, wireless net-
works have become a ubiquitous communication infrastructure. In addition, grow-
ing interest in accessing the wired network or Internet has fueled the development
of mobile wireless networks, which can be used in many realistic applications. We
envisage that in the near future, users will be able to access the Internet services
and information anytime and anywhere.

To realize this vision, we consider an Internet-based MANET, called IMANET,
which is an evolving communication infrastructure, that combines the wired Internet
and wireless mobile ad hoc networks [1]. In an IMANET, a mobile terminal (MT)
can not only connect to the Internet but also forward a message for communication
with other MTs via wireless LANs (e.g. IEEE 802.11), as used in most prior stud-
ies [2, 3, 4, 5, 6, 7, 8, 9, 10]. An MT can cache a limited number of data items. The
size of the cache space in an MT is relatively small compared to the total number
of data items in a server/database, which is accessible via the access point (AP) to
a wired network. The IMANET is gaining a lot of attention since it is quite relevant
to realistic Internet applications in terms of flexible accessibility and information
availability. For instance, in museums or shopping malls, users may need to access
various types of information provided by local service provider through an electronic
guide such as an info-station [11]. Users can form an ad hoc network and share in-
formation directly or indirectly by accessing the info-station through selected access
points to the Internet.

However, network partitioning is one of the main challenges in IMANETs.
An MT may incur frequent wireless link disconnections because of the limited com-
munication range. As the MT moves around, the network topology can change
dynamically. Thus, the network is likely to be partitioned into several isolated sub-
networks. In an IMANET, network partitioning affects the information accessibility
and access latency because it prevents the MTs from accessing the AP. For instance,
an MT can be completely out of the communication range of an AP or other MTs.
Also, a set of MTs can be isolated from an AP or other MTs, and thus their requests
can not be processed by an AP or any other isolated MTs (see Figure 1). Although
connectivity can be restored by adjusting the MT’s transmission power [12] or by
modifying the MT’s mobile trajectory [13], we do not consider these techniques in
this paper for the sake of simplicity.

In this paper, we investigate an aggregate caching technique to relieve the net-
work partitioning. Since caching frequently accessed data items on the MTs is
an effective technique to improve the communication performance, we exploit a per-
formance tradeoff between data accessibility and access latency in data item duplica-
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Fig. 1. An MT (na) broadcasts a request packet for information access which is forwarded
to the AP and other connected MTs except isolated MTs (nb and nc) in the IMANET.
Requests from the isolated MTs cannot be answered.

tion in the presence of network partition in an IMANET. The rationale behind this
caching approach is that even isolated MTs can still access the data items from their
neighbor. Although frequent change of network topology affects the communication
performance, little work has been reported for analyzing the impact of network par-
titioning on the communication performance. To our knowledge, none of the prior
work has considered the impact of various mobility patterns that may lead to net-
work partitioning in an IMANET through caching. The main contributions of the
paper are twofold:

• We propose an enhanced least recently used replacement policy, called AC LRU,
as part of the aggregate cache management to improve information accessibility
in a dynamically changing environment, where the MTs could be isolated due
to several reasons. Also the enhanced aggregate cache is analyzed and also
evaluated by simulation.

• We analyze the performance of the proposed methodology using three different
mobility models. These are random waypoint mobility, Manhattan grid mobil-
ity, and modified random waypoint mobility. These mobility patterns exhibit
different network partitioning to evaluate the robustness of the proposed caching
scheme.

We conduct a simulation-based performance evaluation to observe the impact of
caching, cache management, and mobility patterns. The overall results show that
the proposed caching methodology can relieve network partitioning and improve
system performance significantly in IMANETs.
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The rest of this paper is organized as follows. The related work is carefully
reviewed in Section 2. The aggregate cache management mechanism is presented
in Section 3. Section 4 is devoted to performance evaluation and comparisons of
various policies under different mobility models. Finally, we conclude the paper
with future directions in Section 5.

2 BACKGROUND AND RELATED WORK

In this section, we describe the system model of partitionable IMANET and review
the caching techniques applied in wired and wireless networks.

2.1 Partitionable Internet-Based Mobile Ad Hoc Network

IMANET is primarily aimed at increasing both connectivity and accessibility of
MTs to the wired Internet. As shown in Figure 2, an IMANET consists of a set of
MTs that can communicate with each other using an ad hoc communication pro-
tocol (illustrated by the dash-lines). As an MT moves based on a given mobility
model, the network topology changes dynamically resulting in several isolated sub-
networks. Thus, a set of MTs can be isolated from an AP or other MTs and their
data access requests cannot be answered. In contrast to traditional MANET where
MTs only can communicate among themselves, some of MTs can directly connect
to the Internet and serve as APs for the rest of MTs in the IMANET.

An AP1 is located in a communication area, is connected to a database server2,
plays a role as a gateway to the Internet, and is assumed to have access to any
information. A database may be attached to an AP, a fixed router or a database
server. We assume that the database consists of a set of data items in which a data
item is the basic unit of an update or query operation. Also the database is only
updated by the server, while a query is generated by the MTs for read-only requests.
Due to limited storage space, an MT can cache only a small number of data items
in the database.

2.2 Related Work

In most prior studies, replicating and caching schemes are deployed to increase the
information availability, while reducing the access latency in wired and wireless
networks.

Data replication and optimal relocation schemes have been widely researched
in the content of distributed database systems. While replication is effective in

1 An AP here is a logical notation. An AP equipped with appropriate antennas can
directly communicate with the Internet through wireless infrastructures including cellular
base stations (BSs), Low Earth Orbit (LEO), or geostationary (GEO) satellites.

2 From an MT’s point of view, since an AP is transparent to a database server, we use
the terms AP and database server (later in short, server) interchangeably.
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Fig. 2. A system model of partitionable IMANET

addressing the network partitioning problem that is caused by a link failure or
system failure, maintaining consistency among replicated data items is a major
problem. In other words, data availability and consistency are conflicting goals,
which are difficult to optimize. Several techniques to relocate replicas of small data
sets have been suggested [14, 15]. Also, a database may be dynamically relocated to
adapt to system changes, called database migration [16], to improve overall system
performance in broadband networks. However, all these works are carried out in
fixed wired networks.

A number of studies have been conducted to reduce the Web traffic and overall
network congestion by deploying various caching schemes [17, 18, 19] in the Internet.
A cooperative caching [17] is suggested, in which a couple of individual caches are
treated as a unified cache and they interact among themselves to eliminate dupli-
cate copies and increase cache utilization. Fan et al. [18] proposed a summary cache,
where the proxies share their summary of cache contents represented by bloom fil-
ters. When a proxy has a cache miss for a request, it sends the request to other
proxies based on the periodically updated summaries of cache contents in other
proxies. In [20], a proxy cache relocation scheme based on the prediction of user’s
mobility is proposed to reduce delay during a handoff in cellular networks. Cao and
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Das proposed a counter based cache invalidation scheme [21] using the updated in-
validation report (UIR) mechanism [22] in the presence of server failure, MTs failure,
and disconnection in cellular networks. In this scheme, a server maintains a counter
to identify hot data items and adjusts updated data items’ broadcast. It efficiently
utilizes the broadcast bandwidth and reduces the query latency. IR broadcast error
due to time-varying link quality was further considered in [23]. However, none of
these techniques can be directly applied to a mobile environment, where an MT is
multi-hops away from an access point.

In particular in MANETs, it is important to cache frequently accessed data
items not only to reduce the average latency, but also to save wireless bandwidth.
Hara [24] proposed a replica allocation method to increase information availability
in MANETs. In this scheme, an MT maintains a limited number of duplicated data
items if they are frequently requested. Replicated data items are relocated periodi-
cally at every relocation period based on the following: each MT’s access frequency,
the neighbor MTs’ access frequency, or overall network topology. Occurrence of
updates on a data item is further considered in [25]. Since an MT cannot access
anything when it is isolated from others, replication is an effective means to improve
information availability. Due to limited size of information that an MT can hold,
simply replicating data items and accessing among them in a MANET cannot fulfill
users’ requirements to access a wide variety of information database, which is usually
available in the Internet and not in MT itself. Unlike our approach, these schemes
focus on data dissemination and its reallocation, and thus a network partition is not
considered.

Li and Rus [13] proposed an algorithm in which an MT actively modifies its
trajectory to transmit a message instead of waiting until the network topology is
changed. This guarantees minimal message transmission time. In [26], a data dis-
semination strategy has been suggested in the presence of network partitions in
MANETs, where a subset of MTs (quorum) is selected as a server. Since not all the
servers in the quorum are reachable from the MTs, several heuristics are suggested
to make update/query operations efficient. However, they do not consider cache
management including cache admission control and cache replacement. A limited
research effort [6, 7, 8, 10] has been made in cache invalidation and its consistency
issues in IMANET.

To summarize, to the best of our knowledge, none of previous work has touched
an aggregated caching mechanism for partitionable networks in the realm of
IMANETs.

3 A CACHE MANAGEMENT FOR PARTITIONABLE NETWORKS

In IMANET, caching data items in the local cache helps in reducing latency and
increasing accessibility. If an MT is located along the path in which the request
packet travels to an AP, and has the requested data item in its cache, then it can
serve the request without forwarding it to the AP. In the absence of caching, all the
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MTs’ request should be forwarded to the appropriate APs. Since the local caches
of the MTs virtually form an aggregate cache, a decision as to whether to cache the
data item depends not only on the MT itself, but also on the neighboring MTs.

In addition, a time-varying network topology may lead to several isolated sub-
networks from the APs. Network partitioning affects both accessibility and latency,
because it prevents the MTs from accessing the APs. Although caching helps in
improving performance, too much duplication of the same data items due to aggres-
sive caching is a potential problem in the caching scheme. Since duplication reduces
data availability, a controlled duplication is essential to optimize data availability in
partitionable networks.

To address this network partitioning constraint, we proposed an aggregate ca-
ching approach in [6] for IMANETs. The basic idea is to store data items in the
local caches of the MTs , such that members of the IMANET can still obtain the
requested information even if the network is partitioned. Thus, the aggregated local
caches of the MTs can be considered as a unified large cache for the IMANET.
If an MT is isolated from the Internet, it can search other reachable MTs for the
requested data item. Also, if an MT is located far away from the Internet, it may
request the data items from other closely located MTs to reduce latency. In addition,
we use a broadcast-based Simple Search (SS) algorithm [6] to locate the requested
data item. A four-way handshake is implemented to reduce network congestion
and bandwidth consumption by multiple replied data items for a single query. In
IMANET, requested data items can be received from local cache of the MTs as well
as via an AP connected to the Internet.

In the following, we describe our cache management and its analysis for manag-
ing the aggregate cache.

3.1 Cache Management

In this paper, we propose an enhanced least recently used (LRU) replacement policy
by combining the cache admission control and the traditional LRU policy, which is
called LRU with admission control (AC LRU). When an MT receives the requested
data, it triggers a cache admission control mechanism to decide whether the data
item should be admitted to the cache. The admission control allows an MT to cache
a data item based on the distance (measured by hop) to other APs or MTs, which
have the requested data. If the MT is located within Γ hops from them, then it does
not cache the data item; otherwise it caches the data item. Therefore, the same
data items are cached at least Γ hops apart. Here, Γ is a system parameter. Also
the MT victimizes the least accessed data item, when the cache is full.

The primary idea is that, in order to increase accessibility, we try to cache as
many data items as possible, while trying to avoid too much duplication. There is
a tradeoff between access latency and data accessibility in data item duplication.
If the popular data items are duplicated a lot (less), then the latency to average
access is reduced (increased) because there is a high (less) probability of finding
those data items in another closer MT. With high duplication, however, the number
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of distinct data items in the aggregate cache is less. Thus, the probability of finding
less popular data items from other MTs becomes low. Even though the number
of copies of popular data items reduces due to limited duplication, they still are
accessible from less closer MTs with a longer delay.

Although caching popular data items aggressively in closer MTs helps in reduc-
ing the latency, in this work we give more weight to the data accessibility than to
access latency. A rationale behind this is that it is meaningless to reduce access
latency when a set of MTs is isolated from other MTs or the AP, and they can
not access any interested data items. Instead of waiting until the network topology
changes, it is better for the MTs to have a high probability of finding the requested
data items. Since the Γ parameter enables more distinct data items to be distributed
over the entire cache, more data items can be accessed and thus the overall data
accessibility is increased.

3.2 Analysis

We analyze the aggregate cache (AC) and compare its performance with no cache
(NC) case in the IMANET. Table 1 lists the notations used in the analysis. First,
in no cache case, PNC is a probability of a request packet to be delivered to an AP.
Thus, we have

PNC =

d−1
︷ ︸︸ ︷

Pe ·

n∏

i=1

(1− Pap) · . . . · Pe ·

n∏

i=1

(1− Pap) ·Pe · Pap ·

n−1∏

i=1

(1− Pap)

= (Pe)
d
·

{
d−1∏

j=1

n∏

i=1

(1− Pap)

}

· Pap ·

n−1∏

i=1

(1− Pap) (1)

where Pap =
Nap

Nmt+Nap
.

When an MT is isolated from other MTs or AP, which means Pe is zero, it fails
to receive a requested data item and PNC is zero. In IMANET, Nap is relatively
smaller than Nmt. In this paper, since we have deployed a single AP, Nap is one.
However, in the aggregate cache case, PAC is a probability of a request packet to
be delivered to the MTs, which are located along the path to which the packet is
relayed to an AP, and cached requested data item. Thus, we have

PAC =

d′−1
︷ ︸︸ ︷

Pe ·

n∏

i=1

(1−Qc) · . . . · Pe ·

n∏

i=1

(1−Qc) ·Pe ·

{

Qc + (1−
n∏

i=1

(1−Qc))

}

= (Pe)
d′
·

{
d′−1∏

j=1

n∏

i=1

(1−Qc)

}

·

{
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(1−Qc))

}

(2)
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where Qc =

{
Pap if Pc = 0
Pc otherwise.

When a requested data item is not found in any MTs but AP, which means Pc

is zero, PAC is the same as PNC . When a network is partitioned, an MT may not
access to AP but a set of adjacent MTs, which are out of communication range of
AP either. Unlike to no cache case in which PNC is zero, an MT can access the local
caches of adjacent MTs, and Pc is greater than or equal to zero. Thus,

PNC ≤ PAC . (3)

Notation Meaning

PNC The probability that a requested data item is received in no cache case
PAC The probability that a requested data item is received in aggregate cache

case
Pe The probability that there is a node within a communication range
Pc The probability that a requested data item is in local cache
Pap The probability that a node is an AP

LNC The average number of hops in no cache case
LAC The average number of hops in aggregate cache case
ND The total number of data item
Nmt Total number of MTs in the area
Nap Total number of APs in the area
n The average number of MTs which are located within a communication

range
d The average number of hops to an AP
d
′ The average number of hops to the MTs that cache requested data item

Table 1. Notations

Next, LNC is a number of hops for a request packet to be delivered to an AP,
and we have

LNC = Pe · (1− Pap) · Pap · 1 + (Pe)
2
· (1− Pap)

2
· Pap · 2 + . . .

+ (Pe)
d−1

· (1− Pap)
d−1

· Pap · (d− 1) + (Pe)
d
· (1− Pap)

d
· Pap · d

= Pap ·

d∑

i=1

(1− Pap)
i
· (Pe)

i
· i. (4)

LNC is greater than or equal to one, because an MT is located at least one hop apart
from an AP. Similarly, we have

LAC = Pe · (1− Pc) · Pc · 1 + (Pe)
2
· (1− Pc)

2
· Pc · 2 + . . .

+ (Pe)
d′−1

· (1− Pc)
d′−1

· Pc · (d
′
− 1) + (Pe)

d′
· (1− Pc)

d′
· Pc · d

′

= Pc ·

d′∑

i=1

(1− Pc)
i
· (Pe)

i
· i. (5)
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In the aggregate cache case, when an MT caches requested data item, Pc and LAC

is 1 and 0, respectively. When no MTs caches requested data item but AP, which is
the worst case, LAC is the same as LNC . Since a request data item can be obtained
in any near located MTs or AP, Equation (5) can be expressed as follows:

LAC = Pc ·

D∑

i=1

(1− Pc)
i
· (Pe)

i
· i. (6)

Here, D is the minimum number of hops between d and d′, D = min(d, d′). Thus,

LAC ≤ LNC . (7)

In summary, an aggregate cache enhances the communication performance in terms
of increasing the accessibility by utilizing adjacent MTs’ caches, and reducing a
delay by minimizing the number of hops. Since the proposed model is simple and
intended only to estimate the performance trend, we conduct detailed performance
evaluation through extensive simulation in the following section.

4 PERFORMANCE EVALUATION

4.1 Simulation Testbed

In order to evaluate the efficiency of the proposed scheme, we have developed a event-
driven simulator using CSIM [27]. We use a 3 000 × 1 500 (m2) rectangle wrap
around network to examine the proposed idea. We assume that an AP is located in
the center of an area. The 50 MTs are randomly located in the network. An MT
has 30 caching slots. The request arrival pattern follows the Poisson distribution
with a rate of λ. The inter request time is 30 seconds. The speed (s) of the MTs
is uniformly distributed in the range (0.0 < s ≤ 2.0m/sec), and the pause time is
200 seconds. The total number of data items is 10 000, and each data item size is
10KB. We use Zipf distribution [28] to model the data item access pattern. The
Zipf distribution is often used to model a skewed access pattern, where θ is the
access skewness coefficient that varies from 0 to 1.0. Setting θ = 0 corresponds to
the uniform distribution. Here, we set θ to 0.8 according to studies on real web
traces [29].

4.2 Mobility Models

The random waypoint mobility [30] is primarily used in most of the MANET studies.
Since a single mobility model may not capture the different scenarios, we use two
other mobility models [31] in our simulation.

Random waypoint mobility (Mr): With this approach, the MTs travel toward
a randomly selected destination in the network. After they arrive at the destina-
tion, they choose a rest period (pause time) from a uniform distribution. After
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the rest period, the MTs travel towards another randomly selected destination,
repetitively. If the pause time is 0, then the MTs always move.

Manhattan grid mobility (Mg): It models a Manhattan-like street, where an MT
moves only along the predefined paths and changes its direction at an intersec-
tion with equal probabilities. In this paper, we use three horizontal and vertical
paths. Two vertical and horizontal paths are placed in the left- and rightmost
edges, and bottom and top edges, respectively. The third vertical and horizontal
paths are in the middle of the area. The AP is located at the center of inter-
section. In this model, the connectivity among MTs is much lower than that
of Mr.

Modified random waypoint mobility (Ma): It is a variation of Mr and models
a downtown or city, where people are crowded around a place or event, called
an attraction point, such as a theater, shopping mall, or building. AnMT chooses
the direction toward the attraction point rather than selecting a randomly se-
lected destination. We use three attraction points at (500, 1 250), (1 500, 750),
and (2 500, 250) in the given area, respectively. Since it is reasonable to have
an AP in a place where people are crowded, one of the attraction points is co-
located with the AP. In this model, the connectivity is higher than that of the
previous two mobility models.

4.3 Simulation Results

We investigate the impact of caching, cache management, and network topology on
the IMANET performance with the three different mobility models.

4.3.1 Impact of Caching

We first examine the impact of caching on the IMANET performance. Here, we
define a performance metric, called accessibility, as the fraction of successful requests
over all of requests. In Table 2, accessibility is greatly improved over the entire
mobility patterns when we use the aggregate cache compared to the no cache case.
With caching, there is a high probability of the requested data being cached in the
MT’s local cache or at other MTs’. Even though a set of MTs is isolated from the
AP, in contrast to the no cache case, they still try to access the cached data items
among themselves.

Mr Mg Ma

No caching 30.3851 11.2200 43.0580
Our approach 42.9534 24.5801 54.9855

Table 2. Accessibility comparison with three different mobilities
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4.3.2 Impact of Cache Management

Next, we examine the impact of cache management. The proposed AC LRU policy
is compared to the three variations of schemes [6], that uses our admission control
and chooses a victim data item based on a given weight on distance (TDS D), access
frequency (TDS T), or both (TDS N). In Figure 3, AC LRU scheme exhibits better
performance than that of all the variations of TDS over the entire mobility patterns.
In Mr, AC LRU shows the best performance because there is a high probability that
both a less popular data item will be selected as a victim and a popular data item to
be found in other MTs. The performance becomes worse when the mobility pattern
is Mg. It implies that the low connectivity prevents a set of MTs from accessing
other MTs or the AP. Thus, the isolation period of the MTs is relatively longer inMg

than that of other mobility models. Since the MTs have a high probability to access
closer MTs, our admission control that helps in caching large number of distinct
data items improves performance. In Ma, however, the AP is not only co-located
with one of the attraction points but also between the other two attraction points.
Since the MTs move between attraction points, there are MTs which are located
between the AP and an attraction point. Thus, an MT has a high probability of
being connected to the AP through multi-hop relay even if it is located far away
from the AP. The overall accessibility is increased due to high connectivity among
the MTs.

Figure 4 plots local cache hit (hlocal) and remote cache hit (hremote) against
mobility patterns. hremote implies that the requested data is available in other MTs’
local cache. Even if a data item is popular and can be received from a nearby MT,
it is not cached due to the cache admission control. Since Mg has a low connectivity,
its accessibility is mainly contributed by accessing local cache of other MTs rather
than AP. Thus, the cache hit is higher than that of other mobility patterns.

4.3.3 Impact of Network Topology

Finally, we observe the communication overhead in terms of communication message
rate of the MTs after the simulation ends. In Figure 5, the message rates of the
Ma are higher than that of Mr and Mg. Since the connectivity of Ma is relatively
high, the MTs have a high probability to communicate among themselves. Thus,
the message rate is increased. Also TDS D shows slightly higher message rate than
that of other policies with the Ma pattern, because data items are treated more
fairly in the sense that the number of duplications for the most popular data items
is restricted due to the cache admission control.

In summary, AC LRU has the best accessibility and its further improvement
is made possible by changing the Γ value, which controls the degree of duplication
for the popular data items. Therefore, the aggregate cache improves IMANET
performance and the proposed AC LRU scheme is a viable cache replacement policy
to provide better performance in varying topologies of IMANETs.
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5 CONCLUDING REMARKS AND FUTURE WORK

In this paper, we proposed a novel cache replacement policy as a part of the aggregate
cache mechanism not only to enhance the communication performance, but also to
relieve the impact of changing network topology. The aggregate caching concept
combines the local cache of each MT in forming a unified cache that can soothe the
limited accessibility in case of network partition. The proposed policy combines the
cache admission control to prevent high data duplication by enforcing a minimum
distance between the same data items, and the cache replacement policy to improve
the cache hit ratio and accessibility.

We first provided a simple analysis of the aggregate cache but it intended only to
estimate the performance trend. Thus, a simulation based performance study was
conducted to examine the proposed scheme from the three different perspectives:
impact of caching, impact of cache management, and impact of network topology.
For detail performance evaluation under various network topologies, we deployed
three different mobility models: random waypoint, Manhattan grid, and modified
random waypoint. The simulation results indicated that the proposed policy showed
better accessibility and higher cache hit in varying network topologies, and relieved
the network partition problem to a great extent.

There are many issues that need further investigation to exploit the full po-
tential of IMANET. First, in this paper, we implicitly assumed that data items are
never updated and a request query is answered by the latest updated data item from
either a local cache or the server. We would relax this assumption to incorporate
data modification capability. This brings in the cache update and consistency is-
sues. Thus, we plan to investigate an adaptive cache consistency scheme to support
growing diversity in applications’ and users’ demand requiring a certain consistency
level with the server. Second, we plan to investigate several design aspects that
often have conflict requirements in designing a caching scheme: consistency level
(strong or weak), consistency control (push or pull), and consistency maintenance
(stateful or stateless). For example, to ensure a certain level of consistency, either
the server or an MT can initiate a procedure to control the consistency through
push, pull, or combination of push and pull operations. The server may use a push
operation (e.g. broadcast an IR periodically), while an MT may use a pull operation
(e.g. polling). To keep track of status of each cached data item, the server may be
a stateful server or stateless server. Third, we plan to expand our simple analysis of
aggregate cache and build an extensive analytical model of partitionable IMANET
to gain a performance insight.
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