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Abstract. The aim of the vertex clique covering problem (CCP) is to cover the
vertices of a graph with as few cliques as possible. We analyse the iterated greedy
(IG) algorithm for CCP, which was previously shown to provide strong empirical
results for real-world networks. It is demonstrated how the techniques of analysis for
randomised search heuristics can be applied to IG, and several practically relevant
results are obtained. We show that for triangle-free graphs, IG solves CCP optimally
in expected polynomial time. Secondly, we show that IG finds the optimum for CCP
in a specific case of sparse random graphs in expected polynomial time with high
probability. For Barabási-Albert model of scale-free networks, which is a canonical
model explaining the growth of social, biological or computer networks, we obtain
that IG obtains an asymptotically optimal approximation in polynomial time in
expectation. Last but not least, we propose a slightly modified variant of IG, which
guarantees expected polynomial-time convergence to the optimum for graphs with
non-overlapping triangles.
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Keywords: Vertex clique covering problem, iterated greedy, randomised search
heuristics, complex networks, random graphs

Mathematics Subject Classification 2010: 68R10, 05C69, 05C70

1 INTRODUCTION

This paper is dedicated to the analytical study of an iterated greedy (IG) heuristic
for the vertex clique covering problem (CCP) in several practically relevant classes of
graphs, including triangle-free graphs, sparse random graphs and models of complex
networks. These networks include social networks [21, 35], biological networks [12],
research citation and collaboration networks [21, 34], language networks [29] or the
Internet [4]. Both methods and software tools for exploration of complex networks
are developed [14].

The problem we study in this work is closely related to the popular areas of
community detection [28], graph clustering [34] and graph mining [9]. The aim of
CCP is to partition the vertices into as few pairwise disjoint subsets as possible
such that each subset induces a clique. In the context of social networks, CCP is
a problem of “strict” community detection, in which the vertices are partitioned into
the minimum number of groups so that everybody knows each other within each
group.

Definition 1 (Definition of CCP). Let G = [V,E] be an undirected graph on n ver-
tices and m edges. Let d(G) = 2m

n(n−1) be its density, with d(G) = 1 if 0 ≤ n ≤ 1.

The objective of CCP is to minimise k ≤ n such that there are classes V1, V2, . . . , Vk,
satisfying the following constraints:

1. each vertex is in exactly one class, i.e.

∀ i, j = 1..k, i 6= j : Vi ∩ Vj = ∅,
k⋃
i=1

Vi = V,

2. each class induces a clique, i.e.

∀i = 1..k : d(G(Vi)) = 1,

where G(Vi) = [Vi, E(Vi)] is a subgraph induced by Vi, containing only edges between
vertices of class Vi. The minimum value of k for which there is a clique covering will
be referred to as the clique covering number and denoted by ϑ(G) [10].

CCP is one of the classical NP-hard problems [24]. It corresponds to graph colour-
ing of the complementary graph, which perhaps explains why the current liter-
ature mostly overlooks this problem and focuses more on graph colouring. The
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relationship between CCP and graph colouring influences the approximation re-
sults on CCP. To the best of our knowledge, the best general approximation al-
gorithm for CCP is the one for graph colouring, which achieves approximation
ratio O(n(log log n)2/(log n)3) [23]. However, better approximation ratio may be
obtained or the problem may be solved in polynomial time for restricted graph
classes [8].

We note that the similar edge clique covering problem (ECCP) is also studied
and is NP-hard, too. For ECCP, more studies seem to be currently published,
especially for specific classes of graphs [5, 22, 25].

Iterated greedy (IG) algorithm was previously demonstrated to provide encourag-
ing empirical results for CCP in real-world networks [11]. IG is a heuristic algorithm,
which utilises the block-based properties of CCP to find high-quality solutions effi-
ciently. In this context, it is closely related to evolutionary algorithms, as well as
randomised search heuristics [3].

Even though IG does not guarantee that the best solution is always found,
it usually performs well in practice. It is able to find optimal or near-optimal
solutions for social and research collaboration networks [11], as well as protein-
protein interaction networks [12]. In addition, IG does not use any prior knowledge
of a specific graph class to make the optimisation more efficient. Therefore, even
though more suitable algorithms can be found for specific families of graphs, the aim
of this paper is to explore the capabilities of a more general approach. Similarly to
the research on other randomised search heuristics [32], we obtain that IG mimics
the behaviour of classical algorithms to some extent, provably finding optimal or
asymptotically optimal solutions in polynomial time for several practically relevant
graph classes.

1.1 Contributions

It was previously shown that IG finds the optimal solution for paths in polynomial
time [10]. We extend this result by first showing that the behaviour of IG for
triangle-free graphs can be modelled using random walks and we prove that the
optimal solution is found in expected O(n5m2) time. This bound is based on rather
pessimistic assumptions. IG seems to be much faster in practice.

Next, we show that these arguments can be generalised to sparse random graphs
generated according to the Erdős-Rényi model [16] G(n, c/n), i.e. graphs on n ver-
tices with randomly generated edge with probability c/n for each pair of vertices.
We show that for graphs generated with c < 1, IG will find the optimal clique
covering in expected O(n3(log n)5) time with probability 1− o(1).

As a next step, we study the behaviour of IG for the Barabási-Albert (BA)
model of scale-free networks, which is a canonical model explaining the growth of
social and other complex networks [4]. We obtain that IG achieves approximation

ratio 1+O
(

(logn)3

n

)
for graphs generated by BA model in expected polynomial time.

This approximation ratio is asymptotically optimal.
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Last but not least, we show that even though IG can fail to provide the optimum
for graphs with non-overlapping triangles with probability 1− o(1) [10], this draw-
back can be overcome by putting the triangles as blocks in the initial solution. Such
modification leads to an algorithm, which finds the optimum in expected polynomial
time.

Even though most of these results are not particularly surprising, our analysis
introduces several insights into the behaviour of heuristics, which combine a classical
greedy approach with randomised search. It confirms that IG can be viewed as
a randomised local search algorithm, with its behaviour modelled using methods of
analysis of evolutionary algorithms. This includes the fitness levels method [27, 32,
36], as well as methods modelling the optimisation process as a random walk [2].

The rest of the paper is structured as follows. In Section 2, we briefly review the
background of CCP, IG algorithm and related work. In Section 3, we show that IG
finds the optimal solution for triangle-free graphs in expected polynomial time. In
Section 4, we show that IG finds the optimal solution for the specific case of sparse
random graphs in expected polynomial time with high probability. In Section 5, we
consider the impact of triangles upon our problem. In Section 6, we show that IG
achieves asymptotically optimal approximation ratio for graphs generated by BA
model in expected polynomial time. In Section 7, we show how to extend IG so that
it guarantees that the optimum is found for graphs with non-overlapping triangles.
In Section 8, we give conclusions and summarise the current open problems.

2 ITERATED GREEDY CLIQUE COVERING

IG is a randomised search heuristic, i.e., it does not guarantee that optimal solu-
tion is found but it might provide very good results for certain types of problem
instances. IG was previously successfully used to solve graph colouring [13], train
scheduling [42] or flowshop scheduling problem [33].

Over the last years, analysis of randomised search heuristics in combinatorial
optimisation problems has become a very active research area [3, 32]. Problems, for
which results have been published, include polynomial-time solvable problems such
as the maximum matching problem [20], Eulerian cycle problem [30] or minimum
spanning tree problem [31]. However, NP-hard problems are also often considered,
including the vertex cover problem [18, 26, 41], Euclidean travelling salesperson
problem [38] or the graph colouring problem [37].

At this point, we move on to the description of our IG algorithm for CCP. The
roots of this algorithm date back to the work by Culberson and Luo [13], who used
a similar approach to solve the graph colouring problem. Inspired by this work,
we have relatively recently developed an IG algorithm for CCP. Interestingly, our
previous results indicated that IG has all the features of typical local search. For
paths, IG converges to the optimum in polynomial time, for complements of bipartite
graphs, it can get stuck in local optima and there are also specific graph classes,
where IG will get stuck in local optima almost certainly [10].
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However, the current theoretical results for IG are still relatively distant from
its main application in social and other complex networks. In our previous em-
pirical study, IG was able to find optimal solutions for real-world graphs in many
cases, while in the rest of the cases, the obtained solutions were very close to the
optimum [11]. Therefore, further analytical results for IG are of a high interest.

2.1 Description of IG

Our IG algorithm uses greedy clique covering (GCC) [10]. GCC begins with an
empty clique covering. Technically, the cliques are marked with labels, similarly to
the graph colouring problem. GCC takes the vertices in an order determined by
input permutation P . In each iteration, it puts a vertex into the first clique (i.e.
with the lowest index of its label) such that the clique property is not violated. If
this is not possible, a new label is used, leading to a new clique being created. This
way, a solution is iteratively constructed. We will refer to the choice of the first
clique as the First Fit rule [39]. Efficient implementation techniques are available
for GCC to run in O(m) time, where m is the number of edges in the graph. This
makes the algorithm particularly suitable for large but sparse networks. For more
detailed information on GCC, the reader may refer to the previous work [10].

1 begin with an uniformly random permutation P
2 repeat until convergence
3 construct solution [V1, V2, . . . , Vk] with greedy clique covering for P
4 let P = [V1, V2, . . . , Vk] so that V1, V2, . . . , Vk form blocks in P
5 perform block jump for a uniformly randomly chosen block

from V1, V2, . . . , Vk to create new P

Algorithm 1. Iterated greedy (IG) clique covering

Figure 1. Illustration of the block jump operator, which was introduced as a canonical
block-based operator for IG [10]. Operator block jump takes a chosen block representing
a clique and puts it to the first position in the permutation. The other blocks are then
shifted to the right.

The pseudocode of IG is given in Algorithm 1. First, GCC is used with a uni-
formly random initial permutation of vertices to construct the initial clique covering.
Then, IG groups vertices of the identified cliques into blocks, as shown in Figure 1.
One of these blocks is then taken uniformly at random and is put to the first position
in the permutation. The other blocks are then shifted to the right. This operation
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will be further referred to as block jump. GCC is used once again with the resulting
permutation to construct clique covering for the next iteration. This new clique
covering will never consist of more cliques than the previous one, because of the
greedy nature of GCC and the fact that cliques of the previous solution form blocks.
The process is repeated until a stopping criterion is met. In this paper, we will
investigate the time until IG finds the optimal solution for specific graph classes.

3 RESULT FOR TRIANGLE-FREE GRAPHS

In this section, we move on to our analysis. Although IG is not a typical evolution-
ary algorithm, it is a closely related method. Therefore, we will use the methods
of runtime analysis for evolutionary algorithms, which have been demonstrated as
suitable for runtime analysis of IG.

We build our results on a relatively widely used method of fitness levels [27, 32,
36]. We divide the search space into levels such that each level contains all solutions
with the same number of cliques. Then, Lemma 1 can be used to find an upper
bound for the expected running time of our algorithm.

Lemma 1 ([32]). The expected optimization time I of a stochastic search algorithm
that works at each time step with a population of size 1 and produces at each time
step a new solution from the current solution is upper bounded by:

I ≤
m−1∑
i=1

1

pi
. (1)

In Lemma 1, m represents the number of fitness levels and pi is the minimum
probability that in time step i, the stochastic change will cause an improvement. In
Lemma 2, we recall the previous result on the quality of initial solution for IG for
paths. This result will be used in our next discussions, since paths are a special case
of triangle-free graphs.

Lemma 2 ([10]). For paths, the initial solution for IG can contain at most d2/3ne
cliques and there are at most dn/3e 1-cliques in the result.

We now show that in expectation, IG finds the optimal vertex clique covering in
polynomial time for triangle-free graphs. Even though CCP can be solved in poly-
nomial time for triangle-free graphs using maximum matching [8], and the simple
(1+1) evolutionary algorithm has previously been shown to be a polynomial-time
randomised approximation scheme for maximum matching [20], it is interesting to
investigate the behaviour of a more general randomised search heuristic for CCP.
We will see that IG is able to guarantee polynomial-time convergence to the opti-
mum in expectation. Additionally, analysis for triangle-free graphs represents a step
towards analysis for random graphs, as well as complex networks.

It is worth noting that our bound is very pessimistic, due to assumptions used
to make the proof simpler. IG seems to be much faster in most practical scenarios.
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As a consequence of this result, we also have that IG solves CCP optimally in
polynomial time for trees and bipartite graphs in general. This will be an extension
of our previous result of IG for paths, for which IG behaves similarly [10]. However,
in contrast to paths, general triangle-free graphs do not have a bounded maximum
degree. This makes the random walks, which arise in the analysis of IG, to be
slightly more complex than simply “left versus right”. Hence, several new ideas will
be introduced in the following analysis.

Theorem 1. For triangle-free graphs on n vertices and m edges, the expected time
for IG to find the optimal vertex clique covering is upper bounded by O(n5m2).

Proof. Based on Lemma 1, the initial clique covering contains O(n) more cliques
than the optimum. These will determine our fitness levels.

The size of the maximum clique ω ≤ 2, since we have a triangle-free graph.
Cliques of size one will be called 1-cliques and two-vertex cliques will be called 2-cli-
ques. An improvement occurs if random changes cause 1-cliques move so that some
pair of 1-cliques are next to each other and form a 2-clique.

Suppose that we have a fitness level with ϑ+ d cliques, where d ≥ 1. Then, the
number of 1-cliques is at least 2d ≥ 2. We will now show that 1-cliques perform
a fair random walk [32] on the triangle-free graph.

We first look at what happens if block jump occurs. If block jump is applied
to a 2-clique, only the ordering of the 2-cliques can be changed. No vertex can be
taken by a 2-clique, since that would create a triangle. If block jump is applied to
a 1-clique, the 1-clique will form a 2-clique with its nearest following neighbour in
the permutation. This is due the First Fit rule, which was mentioned in Section 2.

A B

C
DE

F
...

...

...
... ...

...

Figure 2. An illustration of the situation with a 1-clique between several 2-cliques. This
picture should be perceived as a subgraph, other subgraphs can be attached to the black
vertices. The direction, where the 1-clique moves when block jump is applied on it depends
on which of the blocks A–F comes first in the permutation.

In Figure 2, we illustrate the situation, when a 1-clique was left between several
2-cliques. Each 1-clique must necessarily have only 2-cliques around it. If it did not
have, it would be joined with another 1-clique in a 2-clique.

Let X now be the waiting time until a block jump of this 1-clique occurs. Before
the final move of the 1-clique, there are X − 1 block jump operations.

The direction of the movement of this 1-clique is determined by which neighbour
(in Figure 2, determined by blocks A–F ) comes first in the permutation. The
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probabilities for the directions will depend on what happens during the waiting time.
More particularly, which of the blocks around the 1-clique was taken for block jump
as the last one. To make the proof simpler, we will pessimistically assume that the
block jump operations performed on the other 1-cliques during the waiting time did
not lead to an improvement. Now, we will have two cases, what can happen during
this waiting time.

Case 1. None of the blocks around the 1-clique jumped. Let X be the waiting
time. We have that X = 1 (i.e., it takes only one move to choose the 1-clique)
with probability 1/(ϑ + d) ≤ 2/n. In this case, no other moves could surely
be chosen. For X > 1, we observe that for our 1-clique vertex v with deg(v)
neighbours, the probability of this event will be:(

1− deg(v)

X − 1

)X−1
=

(
1− deg(v)

X − 1

) X−1
deg(v)

deg(v)

≤ e− deg(v). (2)

This is because in all X − 1 steps in the waiting time, only non-neighbour
blocks were taken. Thus, the direction of movement for our 1-clique stays the
same. Therefore, this case occurs with probability, which is upper bounded by
e− deg(v) + 2/n.

Case 2. Some block around the 1-clique jumped. We are interested in which of
the deg(v) blocks was the last to jump. The probability of this case is at least
1 − e− deg(v) − 2/n, because of the bound shown in Case 1. We will now argue
that this portion of probability is distributed fairly among all deg(v) neighbour
blocks. This is because the probability of block jump is uniformly distributed
among the blocks. Thus, for each situation, where A was the last to jump, there
are equally probable situations, where the last block jump was performed on B,
C, etc.

Hence, the probability of changing the direction of movement of 1-clique is at
least (1− e−deg(v) − 2/n)/ deg(v) for each neighbour block.

During the waiting time, the solution can be changed a lot. However, if con-
sidering the neighbours of our 1-clique only, then only 2-cliques must be around
it during the whole waiting time. Otherwise, an improvement would be achieved,
which is a possibility that we pessimistically exclude.

Let us now consider the event outlined in Case 1. None of the blocks around the
1-clique jumped, i.e., the direction will be determined by the block, which is currently
the first in the permutation. Based on the previous arguments, the probability that
one fixed neighbour block (in Figure 2, one of the blocks A–F ) was the first one
in the beginning of the waiting time, is uniformly distributed, too. This is implied
by the fact that the initial permutation is uniformly random, and the probability
of block jump is also uniformly distributed among the blocks. Therefore, 1-cliques
actually perform fair random walks on the triangle-free graph.

From the cover time of random walks, it takes O(nm) block jump moves of
a 1-clique to visit each vertex at least once [2]. For two such random walks, we have



Analysis of Iterated Greedy Heuristic for Vertex Clique Covering 393

that it takes O(n2m2) block jump moves in expectation for two 1-cliques to arrive at
two adjacent vertices. O(n) is the time needed to obtain a block jump of the 1-clique
and O(n) is the complexity of GCC.

We have O(n) fitness levels, on which all this happens. Therefore, the expected
time to obtain the optimum is bounded by O(n5m2). �

4 RESULT FOR SPARSE RANDOM GRAPHS

We have shown that IG finds the optimum in polynomial time for triangle-free
graphs. At this point, we extend this result by studying sparse random graphs, gen-
erated by the well-known Erdős-Rényi model [16]. Consider the model in the form
G(n, c/n), generating graphs on n vertices such that an edge is put between each
pair of vertices independently with probability c/n. This model has an interesting
property that for c < 1, the graph will consist of small components with specific
properties with high probability. These properties have previously been used to
prove results for iterated local search algorithms for vertex cover [41] and graph
colouring [37].

Theorem 2. Let 0 < c < 1. Then, for an Erdős-Rényi random graph G from
G(n, c/n), the expected time for IG to find an optimal clique covering for G is
upper bounded by O(n3(log n)5) with probability 1− o(1).

Proof. Bollobás [6], Sudholt and Zarges [37], and Witt [41] state that, with prob-
ability 1 − o(1), a random graph G from G(n, c/n), 0 < c < 1, will consist of
components on O(log n) vertices and edges, which are trees or graphs with at most
one cycle.

For a tree, or a graph with cycle with at least 4 vertices, we have that the com-
ponent is triangle-free, i.e., the arguments from Theorem 1 can be applied directly.
The remaining case is a component with a single triangle. We first prove that for
such a component, each suboptimal solution contains at least two 1-cliques. We
use enumeration based on whether the optimal/suboptimal solutions contain the
triangle.

Case 1. The optimum does not contain the triangle. Hence, the optimum contains
only 2-cliques and 1-cliques, i.e., overestimation can occur only by using two
1-cliques instead of a 2-clique.

Case 2. The optimum contains the triangle. If the suboptimum also contains the
triangle, we have the same situation as in Case 1, since overestimation can occur
only by using two 1-cliques instead of a 2-clique. Suppose that the suboptimum
does not contain the triangle and it does not contain a 1-clique, too. Thus, it
can only contain 2-cliques. However, such a solution cannot be improved, since
a substitution of two of its 2-cliques by a triangle would leave the fourth vertex
for a 1-clique. Therefore, such a solution must be the optimum.
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This proves that each suboptimum contains at least two 1-cliques. We now
analyse the expected time to obtain a situation when the two 1-cliques visit a con-
figuration, in which they form a 2-clique.

If the 1-cliques are in the same subtree of the component, they need to visit
O((log n)4) vertices to visit adjacent vertices simultaneously, and form a 2-clique.
This is implied by the fact that a component contains O(log n) vertices.

When the two 1-cliques are in different subtrees, we must explore the expected
time needed for them to visit vertices of the triangle simultaneously. If we assume
that events in both subtrees do not lead to an improvement, we can treat them as
independent. Therefore, we have that 1-cliques need to visit O((log n)4) vertices to
arrive at the triangle at the same time.

Expected waiting time for a block jump of a 1-clique is O(n). GCC has complex-
ity O(n log n) in the worst case, since we have at most n components with O(log n)
edges. An improvement is obtained when O((log n)4) vertex pairs are visited by two
1-cliques in a component in expectation. Expected waiting time until an improve-
ment to a better fitness level is therefore upper bounded by O(n2(log n)5). We have
O(n) fitness levels, which proves our theorem. �

5 ON THE IMPACT OF TRIANGLES

Up to this point, the analysis was only taking graphs into consideration with at most
one triangle per connected component. Lemma 3 summarises the negative result for
a graph with linear number of non-overlapping triangles. For graph Hϑ/2 depicted in
Figure 3, IG will get stuck in a suboptimal clique covering with probability 1−o(1).

...

Figure 3. An illustration of the graph Hϑ/2, consisting of ϑ/2 = n/6 connected compo-
nents, for which IG does not produce the optimal vertex clique covering with probability
1 − o(1). This is due to the fact that if two horizontal edges are selected instead of the
two triangles in at least one of the components, block jump will not be able to suitably
regroup the vertices [10].

Lemma 3 ([10]). For graph Hϑ/2, IG will not be able to produce the optimal vertex
clique covering with probability 1− o(1).

However, for graphs with a limited number of triangles, IG may achieve a good
approximation of the optimum in polynomial time. In Lemma 4, we recall a lower
bound for ϑn based on maximum independent set size αn and maximum clique
size ωn. Consequently, Theorem 3 formulates the main approximation result.
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Lemma 4 ([11]). Let αn and ωn be the sizes of maximum independent set and
maximum clique for a class of graphs on n vertices, respectively. Then, it holds that
max{αn, n/ωn} ≤ ϑn.

Theorem 3. Let G be a graph on n vertices with τn triangles such that τn < n/3.
Then, IG will achieve approximation ratio:

1 + 6
τn

n− 3τn
(3)

for G in expected polynomial time.

Proof. Let VT ⊆ V be the set of vertices in G, which are in at least one triangle.
Based on the premises, we have that |VT | ≤ 3τn. Let GTF be the subgraph induced
by V \VT , i.e. the triangle-free subgraph, which excludes the vertices in VT and their
incident edges.

For the triangle-free subgraph GTF , we have that the situation around each
1-clique can be modelled using the analysis illustrated in Figure 2. Therefore, the
fair random walk argument remains valid for the triangle-free “segments” between
triangles.

Let ϑ′n(G) be the number of cliques used by IG when triangle-free subgraphs
are already covered optimally after O(n5m2) time in expectation, based on the
arguments of Theorem 1, and let ϑn(GTF ) be the clique covering number of the
triangle-free subgraph GTF . For the number of cliques used by IG, we have that
ϑ′n(G) ≤ ϑn(GTF )+3τn, since GTF is covered optimally. The clique covering number
ϑn(G) satisfies ϑn(G) ≥ ϑn(GTF ). Therefore, the achieved approximation ratio is
upper bounded by:

ϑn(GTF ) + 3τn
ϑn(GTF )

= 1 + 3
τn

ϑn(GTF )
≤ 1 + 3

τn
(n− 3τn)/2

= 1 + 6
τn

n− 3τn
(4)

where the fact that (n−3τn)/2 ≤ ϑn(GTF ) is implied by Lemma 4 and ω(GTF ) = 2,
since GTF is triangle-free. �

6 RESULT FOR BARABÁSI-ALBERT MODEL
OF SCALE-FREE NETWORKS

At this point, we relate the previous result to models of real-world complex networks.
Complex networks are networks with non-trivial structure. This structure is closely
related to the process of their evolution. Complex networks are often statistically
characterised by their degree distribution P (k), which denotes the fraction of ver-
tices, which have degree k. Many real-world networks are believed to be scale-free,
which means that their degree distribution follows the power law, i.e. P (k) ∼ ck−γ,
where γ is a coefficient of steepness of the distribution and c is a suitable constant.
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Therefore, scale-free networks contain many vertices with low degree but also sev-
eral vertices with very high degree. In real-world networks, it usually holds that
γ ∈ [2, 3] [1].

One of the most famous models used to explain the process of evolution of scale-
free networks is the Barabási-Albert (BA) model [4]. Its pseudocode is given in
Algorithm 2.

1 begin with a connected seed graph G0 = [V0, E0]
2 for t = (n0 + 1) . . . n
3 Vt = Vt−1 ∪ {vt}
4 attach vt to vertices from Vt−1 based on preferential attachment rule

Algorithm 2. Barabási-Albert (BA) model of scale-free networks [4]

In BA model, we begin with a connected seed graph on n0 vertices and m0 edges.
Then, at each time step t, one new vertex comes and brings w new edges to the
network, where w is a parameter of the model, which remains constant over time.
These edges are attached to the existing vertices preferentially, i.e., the probability
of attachment to vertex v is (deg(v))t

2mt
, where (deg(v))t is the degree of v in time step t

and mt is the number of all edges at this time step. In the context of social networks,
this can be interpreted in the way that a person with a larger number of contacts
is more likely to get a new contact. It is known that BA model generates networks
with degree distributions, which follow the power law in form P (k) ∼ ck−3, i.e.
γ = 3 [4].

Lemma 5. In BA model with w incoming edges per vertex and with a seed graph
with maximum clique size at most w + 1, the maximum clique number ωn satisfies
ωn ≤ w + 1 for any n.

Proof. We prove this by contradiction. Suppose that ωn > w + 1. Then, the last
vertex of the maximum clique must have been attached to at least w + 1 other
vertices. This contradicts the fact that we have w incoming edges per vertex. �

Lemma 6. Suppose that the seed graph for BA model is a tree. If w = 1, then the
resulting graph will also be a tree.

Proof. From Lemma 5, we have that the maximum clique number ω ≤ 2, i.e., it
will be triangle-free. For generation of a cycle, one would have to have at least two
incoming edges for the last vertex, which “closes” the cycle. Hence, the resulting
graph will be connected and acyclic, i.e., it will be a tree. �

Corollary 1. Let G be a graph on n vertices generated by BA model with 1 in-
coming edge per vertex and with a tree as a seed graph. Then, IG finds the optimal
clique covering for G in polynomial time.

The previous results are relatively straightforward. It is more interesting to see how
good solution IG produces for BA model with w ≥ 2. We first recall a classical



Analysis of Iterated Greedy Heuristic for Vertex Clique Covering 397

result on the number of triangles in BA model in Lemma 7 and Theorem 4 applies
it to show that the approximation achieved by IG is asymptotically optimal.

Lemma 7 ([7]). Let w ≥ 1 be fixed. The expected number of triangles in a graph
on n vertices generated by BA model with w incoming edges per vertex is given by:

(1 + o(1))
w(w − 1)(w + 1)

48
(log n)3 (5)

as n→∞.

Theorem 4. Let G be a graph on n vertices generated by BA model with a triangle-
free seed graph and an arbitrary number w of incoming edges per vertex. Then, IG

achieves approximation ratio 1 +O
(

(logn)3

n

)
for G in expected polynomial time.

Proof. Based on Lemma 7, we have that the number of triangles τn = O((log n)3).
The triangle-free seed graph assures that this upper bound also holds for small n.
Theorem 3 implies that IG achieves approximation ratio:

1 + 6
O((log n)3)

n−O((log n)3)
= 1 +O

(
(log n)3

n

)
(6)

in expected polynomial time. �

It is worth mentioning that this result is similar to the result of evolutionary
algorithms in the NP-hard makespan scheduling problem, where asymptotically van-
ishing discrepancies in the obtained solutions were proven [40]. However, Theorem 3
cannot be applied to graphs with linear or superlinear numbers of triangles, which
may be encountered in other network models [15]. In the next section, we investi-
gate the impact of non-overlapping triangles on the design of a suitable algorithm
for CCP.

7 RESULT FOR GRAPHS WITH NON-OVERLAPPING TRIANGLES

The previous results were mostly positive. However, Lemma 3 has also outlined
the limitations of IG. At this point, we investigate the behaviour of IG for graphs
with non-overlapping triangles. Consider the initial permutation being generated
such that non-overlapping triangles are placed into it as blocks. The rest of the
permutation is generated uniformly at random. In the following, we show that such
a modification of IG guarantees that the optimal clique covering is found in expected
polynomial time.

Lemma 8. LetG be a graph with maximum clique size ω = 3. Let S be an optimum
and let S ′ be a suboptimum for CCP in G. There are three cases of how IG can
overestimate ϑ(G):

Case 1. Instead of a 2-clique in S, there are two 1-cliques in S ′,
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Case 2. Instead of a triangle in S, there is a 2-clique and a 1-clique in S ′,

Case 3. Instead of two triangles in S, there are three 2-cliques in S ′.

All possible ways of overestimation represented by S ′ represent compositions of these
three cases.

Proof. Graphs and clique coverings generated by GCC, where the first two cases
can occur, are common and can be found very easily. The existence of the third
case is proven by Lemma 3. To exclude the existence of other ways, we use simple
enumeration.

• Substitution of any number of 2-cliques by 1-cliques is a composition of events
included in Case 1.

• Substitution of one triangle by three 1-cliques is a composition of Case 1 and
Case 2.

• If we consider three triangles, the first two can be substituted based on Case 2
or Case 3 and the last triangle will remain for Case 2.

• If we consider four or more triangles, we can apply Case 2 and Case 3 iteratively.
The resulting 2-cliques are further divided according to Case 1.

�

Lemma 9. Let G be a graph with maximum clique size ω = 3. If there is a sub-
optimal clique covering S ′ of G, which contains more triangles than an optimum S,
then S ′ must also contain at least two 1-cliques.

Proof. Let c1, c2 and c3 be the numbers of cliques in S with 1, 2 or 3 vertices,
respectively. Let c′1, c

′
2 and c′3 = c3 + d be the respective values for S, and for d ≥ 1.

All vertices must be covered and S must contain less cliques than S ′. Hence:

c1 + 2c2 + 3c3 = c′1 + 2c′2 + 3(c3 + d) = n, (7)

c1 + c2 + c3 < c′1 + c′2 + c3 + d.

From these formulas, 3d = (c1 − c′1) + 2(c2 − c′2) and d > (c1 − c′1) + (c2 − c′2). This
implies that (c2 − c′2) > 2d and, thus, (c1 − c′1) < −d. The value −d can be at most
−1, i.e. c′1 > 1. �

We now split the number of 1-cliques into two values. Let an optimum S contain
c1 1-cliques. We will call this the number of free 1-cliques. If a suboptimum S ′

contains c′1 1-cliques, then (c′1 − c1) is the number of extra 1-cliques. The idea now
is to model the process as the minimisation of the number of extra 1-cliques, rather
than the number of all cliques in the covering.

Lemma 10. Let G be a graph with maximum clique size ω = 3. Let IG begin with
a suboptimal clique covering S ′ with at least as many triangles as in an optimal
clique covering S for G. Then, IG cannot get stuck in a local optimum and will be
in the global optimum if the number of extra 1-cliques in the solution is minimal.
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Proof. Let S contain c1 1-cliques, c2 2-cliques and c3 triangles. The analogous values
for S ′ are c′1, c

′
2 and c′3 ≥ c3. The premises imply that an improvement cannot be

obtained by making the number of triangles higher. Therefore, it is necessary that
c′2 < c2 and c′1 > c1. Since c1 1-cliques are present is S, the only way to obtain
an improvement is to reduce the number of extra 1-cliques by 2 and increase the
number of 2-cliques by 1. This holds for all suboptima, which proves the second
statement.

For the first statement, suppose that IG got stuck. Then, by Lemma 8, two
of the triangles must have been substituted by three 2-cliques. However, this is in
contradiction with the fact that these three 2-cliques must lie between the triangles
and block jump cannot cause a transformation, in which vertices between 2 different
blocks are regrouped to 3 blocks in between. �

Theorem 5. Let G be a graph on n vertices with maximum clique size ω = 3,
containing only non-overlapping triangles. Let P be the initial permutation for IG,
constructed by placing the triangles into P as blocks first and the rest of vertices
are placed into P uniformly at random. Then, IG will find the optimal solution in
O(n5m2) time in expectation.

Proof. Based on Lemma 9, the initial solution must be a global optimum or it
contains a 1-clique. Suppose that it is a suboptimum. Lemma 10 implies that the
following process is a minimisation of the number of extra 1-cliques and getting
stuck in local optima is avoided.

In each time step, we have a situation, in which a 1-clique is stuck between
2-cliques and triangles, similarly to Figure 2. The probability of moving towards each
direction is naturally determined by which block comes first. This is not influenced
by the fact that we can have triangles. We have to examine two cases, depicted by
Figure 4.

1 1

1

2

1 1

2

2
3

1

1

2

2

1

1

2

1

3

a) b)

Figure 4. Illustration of the cases for the non-overlapping triangles for the proof of The-
orem 5. Case a) represents a 1-clique, which can freely emerge both in suboptima and
optima. Case b) illustrates a situation, when 1-clique performs a random walk by “jump-
ing” over the triangle.

Case 1. If the 1-clique is not in a triangle, it can be surrounded by 2-cliques or
triangles, to which it can be connected only by a single edge (since it is in no
triangle). The 2-clique case is handled by the arguments from Theorem 1. In
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Figure 4 a), we depict the situation, when it is adjacent to a vertex in a triangle
block. Such a 1-clique can be freely enhanced to a 2-clique and reduced back to
1-clique afterwards. Such a transformation can occur between two optima, which
shows that such a clique does not contribute to the number of extra 1-cliques.

Case 2. In this case, the 1-clique is in a single triangle. In this case, the other ver-
tices of the triangle must be separated into different cliques. Since they cannot
be in a triangle, they must each be in its own 2-clique, as shown by Figure 4 b).
When block jump is applied to the 1-clique, this 1-clique is transformed into the
triangle, and a new 1-clique can emerge on the opposite side of the triangle.
This position depends on the ordering of cliques on the other side, for which the
probability is uniformly distributed, leading to validity of the fair random walk
argument.

In each suboptimal solution, we have that the number of extra 1-cliques is at
least 2. Therefore, by applying the same cover time arguments as in Theorem 1, we
have that the expected time to obtain the optimum is upper bounded by O(n5m2).

�

Even though the assumption of non-overlapping triangles is still strong, it gives
us some insight into the impact of triangles on the problem structure and design of
suitable algorithms. We hope that these results may pave the way to more sophis-
ticated analyses of heuristics for CCP, as well as other combinatorial optimisation
problems for different models of complex networks and practically relevant scenarios.

8 CONCLUSIONS

We presented an analysis of an iterated greedy (IG) heuristic for the vertex clique
covering problem (CCP) in several practically relevant graph classes. As our analyt-
ical results indicate, IG can be viewed as a variant of local search, with non-trivial
methods needed to quantify the convergence and runtime properties of this ran-
domised search heuristic.

The classes of graphs concerned include triangle-free graphs, sparse random
graphs, scale-free networks generated by Barabási-Albert (BA) model, and graphs
with non-overlapping triangles.

We have shown that for triangle-free graphs, IG finds the optimum in expected
polynomial time. For sparse random graphs generated by the Erdős-Rényi model in
its form G(n, c/n), where c/n is the probability of edge generation, we have shown
that IG finds the optimum in expected polynomial time with high probability if
c < 1.

For BA model, we have shown that IG achieves approximation ratio

1 +O
(

(logn)3

n

)
in expected polynomial time.

Last but not least, we have shown that for graphs with non-overlapping triangles,
putting the triangles in the initial permutation for IG as blocks helps to improve the
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worst-case performance of IG from getting stuck with probability 1−o(1) to finding
the optimum in expected polynomial time.

We believe that these results provide a valuable insight into the behaviour of
heuristics, which combine ideas of classical greedy algorithms with randomised iter-
ative improvement processes. This insight may represent a foundation of analysis for
other graph classes, as well as for other problems such as graph colouring [13, 37],
independent sets [11], or other similar algorithms such as the greedy randomised
adaptive search procedures (GRASP) [17].
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