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Abstract. In text categorization, a document is usually represented by a vector
space model which can accomplish the classification task, but the model cannot deal
with Chinese synonyms and polysemy phenomenon. This paper presents a novel
approach which takes into account both the semantic and statistical information
to improve the accuracy of text classification. The proposed approach computes
semantic information based on HowNet and statistical information based on a kernel
function with class-based weighting. According to our experimental results, the
proposed approach could achieve state-of-the-art or competitive results as compared
with traditional approaches such as the k-Nearest Neighbor (KNN), the Naive Bayes
and deep learning models like convolutional networks.
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1 INTRODUCTION

In recent years, with the increasing volume of text information on the Internet and
social media, text categorization has become a key technique to process these textual
data. In text categorization, a Bag of Words (BOW) is usually used to represent
a document. The weight in BOW is usually obtained by computing word frequency
or the widely accepted TF-IDF formula. However, the BOW representation has
several limitations:

1. The TF-IDF formula does not consider the calculation of class-based weights.
As a result, the same word has the same weight in all categories.

2. It cannot deal with synonyms and polysemy.

In the absence of knowledge-based word similarity and statistic-based word simi-
larity, automatic text categorization using BOW only as a document representation
model [1] has not yet achieved the best performance and cannot meet the needs
of all scenes in the real life. There are two ways to address this problem. First,
we could use language model based on deep learning models such as word2vec [2]
and Glove [3] to learn the vector representations of words. However, such new
approaches do not have to be necessarily better when the corpora is not particu-
larly large. And it takes considerable time and effort to train word vectors. The
second method is to collect semantic and syntactic informations as much as pos-
sible. We mainly adopt the second method and develop a new semantic smooth-
ing kernel function based on knowledge-based word similarity and statistic-based
word similarity to increase the capability of feature vectors to represent a docu-
ment.

This paper presents a novel approach for text classification. In this approach,
word similarity based on HowNet is embedded into semantic information. This
method promisingly improves the accuracy of text classification via using ontology
knowledges. Moreover, the proposed approach takes advantage of the class-based
term weighting by giving more weights on core words in each class during the trans-
formation phase of SVM from the input space to the feature space. A term has
a more discriminative power on a class if it has a higher weight for that class. The
heuristic idea combining sematic and statistical information finally improves the
classification accuracy.

The rest of the paper is organized as follows: In Section 2, we briefly in-
troduce the Support Vector Machine (SVM) and discuss the related work in the
field of semantic smoothing kernels, with an emphasis on the task of text classi-
fication. Section 3 describes and analyzes the proposed kernel for text classifica-
tion. Experimental setup and corresponding experiment results are given in Sec-
tion 4. Finally, we conclude this paper in Section 5 with a discussion on future
work.
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2 RELATED WORK

2.1 Support Vector Machines for Classification

Support vector machine (SVM) is a very effective machine learning algorithm de-
veloped from statistical learning theory. This algorithm was proposed by Vapnik,
Guyon and Boser [4] and further analyzed in [5]. The core goal of SVM is to find
the optimal segmentation hyperplane by the maximum spacing between classes. The
author of [6] proposed that SVM has many advantages, such as finding the global
optimal solution and having a good robustness.

SVM kernel function can be regarded as similarity function, because it calcu-
lates the similarity values of data sets. It is proposed to define a suitable kernel
function [7], which has a direct influence on finding the optimal hyperplane. The
commonly used kernel functions for the document vectors are given below:

LinearKernel : k(dp, dq) = dpdq, (1)

PolynomialKernel : k(dp, dq) = (dpdq)
b, b = 1, 2, . . . , (2)

RBFKernel : (dp, dq) = exp(γ||dp − dq||)2. (3)

In current works, the authors of [8] proposed to develop a kernel function based
on the similarity of the knowledge system, and used the Omiotis library function to
measure the similarity of English words and improve the accuracy of the classifica-
tion. The authors of [9] proposed to develop a kernel function based on the weights
of the class which improved the accuracy of the classifier. Based on these research
efforts, this paper optimizes the similarity of Chinese text words and combines the
statistical methods with the knowledge-based methods to construct a kernel func-
tions to improve the accuracy of text classification.

2.2 Knowledge-Based Word Similarity

Knowledge-based systems use ontology or thesaurus to capture the concepts in the
documents and incorporate the domain knowledge into the words for the represen-
tation of textual data. These systems enhance the representation of terms by taking
advantages of semantic relatedness among terms.

The similarity calculation of words is added to the text classification [10], which
is used to modify the weights of the text feature vectors. Mavroeidis et al. [11]
proposed a semantic kernel function based on WordNet [12] to improve the accuracy
of English text classification. Based on the Chinese semantic knowledge system
of HowNet [13], Zhang embeded the semantic similarity into the kernel function
of Chinese text classification [14], and improved the performance of Chinese text
classification.

In this paper, we use the Chinese dictionary HowNet to calculate the semantic
similarity of words. HowNet is a very detailed dictionary of semantic knowledge.
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Unlike CiLin [15] and WordNet, every word in HowNet has multidimensional know-
ledge representations. The structure of HowNet is described in detail below.

HowNet mainly includes concepts and primitives. Each term is described by
a number of concepts, each of which is described by a sequence of primitives, so
primitive is the smallest expression unit in HowNet. HowNet contains 1 500 prim-
itives, which can be divided into three categories: basic semantics (describing the
semantic features of concepts), grammatical semantics (describing the grammati-
cal features of words) and relational semantics (describing the relationship between
concepts). When we calculate the word similarity, we can define it in the following
way. Word similarity calculation consists of four parts in Equation (4).

Sim(S1, S2) =
4∑

i=1

βi

i∏
j=1

Simj(S1, S2). (4)

Sim1(S1, S2) is the similarity of first basic primitives of these two words. The
similarity Sim1(S1, S2) between S1 and S2 can be calculated using Equation (5).
Sim2(S1, S2) is the similarity of the rest basic primitives, that is the arithmetic
mean of the similarity of all pairs of elements. Sim3(S1, S2) is the similarity of two
grammatical semantics, which can be transformed into the basic semantic meaning in
the grammatical semantics. Sim4(S1, S2) is the similarity of two relational semantics,
but the elements in the relational semantics are sets, which are basic primitives or
concrete words.

There is a close relationship between word similarity and word distance. In fact,
word similarity and word distance are different forms of the same feature of a pair
of words. Word similarity is defined as a real number between 0 and 1.

Sim1(S1, S2) =
α

d+ α
(5)

where S1 and S2 represent two of the words respectively, d is the distance between S1

and S2 in the original path hierarchy in HowNet; α is an adjustable parameter.
When the distance in HowNet between words is particularly large, Sim(S1, S2)
approaches 0; when the distance in HowNet between words is particularly small,
Sim(S1, S2) approaches 1.

βi in Equation (4) is an adjustable parameter and satisfies the Equation (6). The
latter part of the Equation (6) represents the descending importance of Sim1(S1, S2)
to Sim4(S1, S2).

β1 + β2 + β3 + β4 = 1, β1 ≥ β2 ≥ β3 ≥ β4. (6)

2.3 Statistic-Based Word Similarity

In the absence of semantic knowledge, a statistical-based approach such as the one
presented in [16] can be applied to the text categorization to solve synonymic prob-
lems. Statistical similarity calculation is based on the correlation of training words,
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so the statistical similarity calculation method is very sensitive to the training data
sets.

The similarity calculation using statistics in text categorization contains calcu-
lation based on classes [9], high-order paths [17, 18, 19] and mean value calcula-
tions [20]. In this paper, we use the method proposed in [9] which considers the
weight of a certain word in a training set depending on the relevance of terms and
categories. After the text feature vector is smoothed through the semantic kernel, it
can improve the weights of important words in the category and reduce the weight
of common words in the category. By modifying weights of the text feature vectors,
the representation capability of the feature vectors is increased.

2.4 Weight of Feature Words

In the classification system, the most commonly used method of calculating word
weights is the TF-IDF formula mentioned in [21, 22] where TF denotes the term
frequency and IDF denotes inverse document frequency. TF-IDF formula was first
used in the field of information retrieval, because its calculation method is simple
and practical. It is also widely used in the text automatic classification.

TF-IDF is a statistical method to evaluate the importance of a document in
a corpus. In general, the importance of a word increases in proportion to its number
of occurrences in the document and decreases inversely with its higher frequency of
occurrences in the corpus.

IDF formula is given in Equation (7)

IDF (w) =
|D|
dfw

(7)

where |D| denotes the total number of documents in the corpus and dfw represents
the number of documents which contains term w.

TF-IDF formula is given in Equation (8)

TFIDF (w, di) = tfw ∗ log(IDF (w)) (8)

where tfw represents the term frequency which is the number of word w in docu-
ment D.

TF-ICF is proposed as another method of calculating word weight in [23, 24],
which is similar to TF-IDF. ICF denotes inverse class frequency. TF-ICF calculates
the word weight in category level rather than in document level.

Equation (9) shows the ICF formula:

ICF (w) =
|C|
cfw

(9)

where |C| denotes the total number of classes in the corpus and cfw represents the
number of classes which contain term w.
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TF-ICF formula is shown in Equation (10),

TFICF (w, ci) =
∑
d∈cj

tfw ∗ log(ICF (w)). (10)

Inspired by the IDF and ICF formulas, [25, 26] propose a new method for cal-
culating weights:

Ww,c = log(tfcw,c + 1) ∗ |D|
dfw

(11)

where tfcw,c represents the total number of feature term w of class c. |D| denotes
the total number of documents and dfw represents the number of documents which
contain term w.

From the analysis above, we can see that W is a matrix which is determined
by categories and feature terms. In fact, terms that are similar to the topic in the
category are given a larger weight because of the W matrix. The authors of [25, 26]
compare the weighting algorithm based on the category with other commonly used
feature selection algorithms, and conclude that the former one can improve the
classification performance significantly.

3 MERGED KERNEL FUNCTION

Both knowledge-based word similarity computation and statistical-based word sim-
ilarity computation can improve the performance of text classifiers. A heuristic idea
is to apply two computation methods to a kernel function which we call merged
kernel function in this paper. The pseudocode for the merged kernel function is
shown in Algorithm 1. This section will explain in detail how to combine the two
kernel functions to improve the accuracy of classification.

3.1 Vector Space Model

Document representation is a basic problem in natural language processing. Com-
puter cannot directly deal with document which is mainly consisted of unstructured
data. The key challenge is how to map a document into a vector space model (VSM).
First, a document di is represented as an n-dimensional vector composed of feature
words as shown in Equation (12).

dj = (w1j, w2j, . . . , wnj). (12)

Then the weighting formula maps the document vector di to the word weight
vector φ(dj):

φ(dj) = [tfidf (t1, dj), tfidf (t2, dj), . . . , tfidf (tn, dj)] (13)

where tfidf (ti, dj) denotes the TF-IDF value of the feature word ti in the docu-
ment dj.
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3.2 Statistic-Based Similarity Matrix

The training phase for statistic-based similarity matrix is shown in Algorithm 1 from
the first line to the fourteenth line. In order to embed the statistical information
into the space vector model and increase the capability of representing a document
of feature vectors, we construct a matrix S based on the class-based weight, which is
called the statistical similarity matrix. The formula has been described in detail in
Section 2.4. To make use of this formula, we define the statistical similarity matrix S
as:

S = WW T (14)
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where W is the class-based weighting formula mentioned in Section 2.4. The statis-
tical similarity matrix S is a symmetric matrix, and the element Sij in matrix S is
the class-based statistical similarity of the feature words wi and wj.

The S matrix represents the statistical similarity of words. For example, the
words “patient” and “sufferer” have similar meaning. When the weight of the “pa-
tient” is higher and the weight of the “sufferer” is lower in vector ϕ(dj), the weight
of the word sufferer will be increased after multiplication with the S matrix.

3.3 Combined Semantic Smoothing Matrices

The knowledge-based similarity matrix Z can be constructed according to the list
of feature words by the introduction of HowNet in Section 2.2. Zij denotes the
knowledge-based similarity between the feature words wi and wj. The knowledge-
based word similarity can be embedded into the space vector model by matrix Z.
In order to ensure the validity of final merged kernel, a second-order rule similarity
matrix is used here, that is Z2 = ZZT .

After computing the statistic-based similarity matrix S and the second-order
knowledge-based similarity matrix Z2, the degree of weight modification of the two
matrices to the space vector model cannot be determined, which should be deter-
mined according to the data set. In this paper, the matrix S and Z2 are combined
to generate a new semantic smoothing matrix C:

Cij = λ1 ∗ Sij + λ2 ∗ Z2
ij (15)

where Sij and Z2
ij are described in Sections 3.2 and 3.3, λ1 and λ2 adjust the nor-

malization parameters of the weights in S and Z2. Parameters λ1 and λ2 satisfy
λ1 + λ2 = 1. We can adjust λ1 and λ2 to determine how matrices S and Z2 affect
the classification performance of the classifier.

3.4 Semantic Smoothing Kernel Function

By defining the mapping architecture matrix C, we can map a document vector to
a new feature space vector by using Equation (16).

φ(dj) = φ(dj)C. (16)

The mapped vectors can be directly used in many classification methods. If
the high-dimensional sparse matrix appears in the text classification, there will be
a high-dimensional disaster in computation. Defining a kernel function can reduce
the influence of the high-dimensional sparse matrix. The inner product between
documents p and q in the feature space is computed by the kernel function using
Equation (17).

KCK(dp, dq) =< φ(dp), φ(dq) >= φ(dp)CC
Tφ(dq)

T (17)
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where KCK(dp, dq) denotes the similarity of document dp and document dq. φ(dp)
and φ(dq) are the new feature space vectors of document dp and document dq after
transformed by the semantic smoothing matrix proposed in Equation (16). The
kernel function information is stored in the matrix G:

Gp,q = KCK(dp, dq). (18)

Then we prove the validity of the semantic smooth kernel proposed in this sec-
tion. According to Mercer’s theorem [27], any semi-definite function can be used as
a kernel function. The semantic smoothing matrix C proposed in this paper is com-
posed of the statistical similarity matrix S and the second-order knowledge-based
similarity matrix Z2, so the matrix C is also a symmetric matrix. The matrix S and
the matrix Z2 are the product of a matrix and its transpositions, so the matrix S
and Z2 are both semi-definite matrix, which is proved in [28]. In linear algebra, the
sum of two positive semi-definite matrices is also a semi-definite matrix. Therefore,
the matrix C is a semi-definite matrix, satisfying the conditions required by Mer-
cer’s theorem. The kernel function can be constructed by the semantic smoothing
matrix C.

4 EXPERIMENTS AND RESULTS

4.1 Corpora

This paper selects the corpus provided by the Sogou Company1 and the Fudan
University2. The Sogou corpus consists of SogouCA and SogouCS news corpora
containing various categories of 2 909 551 news articles, of which about 2 644 110 ar-
ticles contain both a title and relevant content. We manually categorize articles by
using the channel in URL, then we get a large Chinese corpus with the article con-
tents and categories. However, there are some categories that contain few articles.
So 5 categories with largest number – “sports”, “finance”, “entertainment”, “auto-
mobile” and “technology” are finally selected for our text classification experiments.
The details of the Sogou corpus are presented in Table 1. During the training pro-
cess, many parameters in the model are involved. In order to determine the optimal
values of parameters in this model, we use the validation set. We partition training
set, validation set and test set in 8:1:1 proportions in Sogou corpora after we shuffled
the corpora. So the corpora is randomly divided into training set, validation set and
test set. These parameters are described in detail in Section 4.4.

To validate the combine kernel’s effect on a small corpora, we also use the corpus
provided by the Fudan University. The corpora contains 9 804 articles that have been
already divided into 20 categories. We choose 5 categories – “economy”, “sports”,
“environment”, “politics” and “agriculture”. The details of the Fudan training set

1 http://www.sogou.com/labs/resource/list_news.php
2 http://www.nlpir.org/download/tc-corpus-answer.rar

http://www.sogou.com/labs/resource/list_news.php
http://www.nlpir.org/download/tc-corpus-answer.rar
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Category Total Train Validation Test

Sports 645 931 80 000 10 000 10 000

Finance 315 551 80 000 10 000 10 000

Entertainment 160 409 80 000 10 000 10 000

Automobile 167 647 80 000 10 000 10 000

Technology 188 111 80 000 10 000 10 000

Table 1. Sogou News corpora

are presented in Table 2. We partition training set, validation set and test set in
7:1:1 proportions in Fudan corpus after we shuffled the corpora.

Category Total Train Validation Test

Economy 1 589 700 100 100

Sports 1 188 700 100 100

Environment 1 022 700 100 100

Politics 1 013 700 100 100

Agriculture 992 700 100 100

Table 2. Fudan University corpora

4.2 Word Segmentation and Stop Words

The current English word segmentation tool has been well developed, while the Chi-
nese word segmentation technology is still evolving. For Python language, NLTK [29]
nltk.tokenize module can be used for word segmentation in English, and jieba tool
can be used for word segmentation in Chinese.

In order to save storage and improve the efficiency of classification, the classifica-
tion system will ignore certain words after word classification, which are called stop
words3. There are two kinds of stop words: the first one can be found everywhere
in all kinds of documents with which the classification system cannot guarantee the
true classification result. The second kind of stop words includes the modal particle,
adverb, preposition, conjunction and so on.

4.3 Feature Word Extraction

In the problem of text categorization, a certain feature word and its class obey the
CHI square distribution. The larger the CHI value is, the more the CHI value can
be used to identify the category. The CHI formula is given:

χ2(t, c) =
N(AD −BC)2

(A+ C)(A+B)(B +D)(C +D)
(19)

3 https://github.com/Irvinglove/Chinese_stop_words/blob/master/

stopwords.txt

https://github.com/Irvinglove/Chinese_stop_words/blob/master/stopwords.txt
https://github.com/Irvinglove/Chinese_stop_words/blob/master/stopwords.txt
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where N is the number of texts in the training set, A is the number of documents
belonging to class c and containing the word w; B is the number of documents
that do not belong to class c but contain word w; C is the number of documents
belonging to c class, but not containing the word w; D is the number of documents
that do not belong to class c and do not contain the word w.

4.4 Experiment Settings

The classifier uses the SVM function provided in the machine learning library
sklearn [30] in Python environment. We change the kernel function by using the
interface it provides. We observe how the statistical similarity matrix S and the
second-order knowledge-based similarity matrix Z2 affect the performance of the
classifier when the ratio of training set and parameter λ are different.

In the experiment, we set parameter values based on the experience gained from
the validation set. First, we describe several parameters mentioned in Section 2.2.
We compute word similarity using α 1.6, β1 0.5, β2 0.2, β3 0.17 and β4 0.13. Second,
the length of VSM used for representing Sogou corpus is 10 000, and Fudan corpus
is 1 000. Sogou corpus is large, so the feature vectors need to be longer. Finally, we
set some parameters of the model. Penalty parameter C of the error term is 1.0 and
there is no hard limit on iterations within solver, so that the SVM algorithm will
stop training before over-fitting.

A number of parameters have been used to assess the performance of classifica-
tion model output, such as accuracy [31] and f -measure (F1) [32]. To demonstrate
that the combined kernel does improve the accuracy and F1 value of text classifica-
tion, we use other machine learning methods for comparison, including KNN, Naive
Bayes, and SVM with linear kernel and RBF kernel. The corpora is processed in the
same way in Section 4.2 and Section 4.3, and then we call the interface of different
machine learning algorithms in sklearn. We compare the results with character-level
convolutional [33] networks which is the state-of-the-art method in text classifica-
tion. Finally we adopt the accuracy and the F1 value of text classification as the
evaluation standard.

4.5 Experiments and Results

As shown in Tables 3 and 4, the first column in the table shows the compared training
algorithms, and the first row indicates the value of λ1. The value of λ2 corresponding
to this is 1 − λ1. The second row shows the performance of the combined kernel
in the case of different λ1 value. The rest rows represent the performance of other
machine learning methods. The values in Table 3 represent the accuracy rate of
Sogou corpus and the values in Table 4 represent the values of F1 of Sogou corpus.

The values obtained in Tables 3 and 4 are shown by the line chart in Figures 1
and 2, respectively, from which it is easier to see the effect of the combination of
the statistical similarity matrix S and the second-order knowledge-based similarity
matrix Z2 on the classification accuracy.
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Figure 1. Curve: accuracy rate of Sogou corpus

Figure 2. Curve: F1 value of Sogou corpus



1004 H. Yao, B. Zhang, P. Zhang, M. Li

0 0.2 0.4 0.6 0.8 1

SVM (Combined kernel) 92.12 % 94.98 % 95.58 % 96.43 % 95.32 % 93.12 %

CNN (Character-level) 95.12 %

SVM (Linear kernel) 75.23 %

SVM (RBF kernel) 82.53 %

KNN 78.62 %

Bayes 85.65 %

Table 3. Accuracy rate of Sogou corpus

0 0.2 0.4 0.6 0.8 1

SVM (Combined kernel) 92.16 % 93.68 % 94.96 % 95.75 % 95.14 % 93.36 %

CNN (Character-level) 94.93 %

SVM (linear kernel) 77.32 %

SVM (RBF kernel) 84.52 %

KNN 78.53 %

Bayes 85.12 %

Table 4. F1 value of Sogou corpus

As shown in the Figure 1, the accuracy rate is lower than that using character-
level convolutional networks which is a very effective classification method in text
categorization when λ1 is 0, 0.2, and 1. However, the accuracy rate can be main-
tained at a high level when λ1 is between 0.4 and 0.8. And the accuracy rate is
always higher than that using KNN, Bayes and SVM with linear kernel and RBF
kernel, proving the combination of the two is meaningful for Chinese text classifica-
tion.

The values in Table 5 represent the accuracy rate of Fudan corpus and the
values in Table 6 represent the values of F1 of Fudan corpus. The values obtained
in Tables 5 and 6 are shown by the line chart in Figures 3 and 4, from which we
can confirm that the combination of the two kernels is meaningful for Chinese text
classification.

0 0.2 0.4 0.6 0.8 1

SVM (Combined kernel) 95.34 % 95.75 % 96.68 % 96.23 % 95.56 % 95.14 %

CNN (Character-level) 95.15 %

SVM (linear kernel) 89.41 %

SVM (RBF kernel) 94.32 %

KNN 90.21 %

Bayes 95.59 %

Table 5. Accuracy rate of Fudan corpus
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Figure 3. Curve: accuracy rate of Fudan corpus

Figure 4. Curve: F1 value of Fudan corpus
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0 0.2 0.4 0.6 0.8 1

SVM (Combined kernel) 96.12 % 96.41 % 96.15 % 97.24 % 96.58 % 96.07 %

CNN (Character-level) 95.37 %

SVM (linear kernel) 90.24 %

SVM(RBF kernel) 94.84 %

KNN 89.56 %

Bayes 96.32 %

Table 6. F1 value of Fudan corpus

5 CONCLUSION AND FUTURE WORKS

In this paper, a new combined kernel function is proposed based on semantic similar-
ity and corpus similarity. Experiments show that the proposed method can improve
the accuracy of classification compared with traditional machine learning methods.

In the future, we plan to study the statistical similarity matrix and how to
capture the semantic information based on the weighting calculation. And we plan
to further optimize the Chinese word-based similarity calculation method based on
the HowNet.
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