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Abstract. Feature selection techniques are designed to find the relevant feature
subset of the original features that can facilitate clustering, classification and re-
trieval. It is an important research topic in pattern recognition and machine learn-
ing. Feature selection is mainly partitioned into two classes, i.e. supervised and
unsupervised methods. Currently research mostly concentrates on supervised ones.
Few efficient unsupervised feature selection methods have been developed because
no label information is available. On the other hand, it is difficult to evaluate the
selected features. An unsupervised feature selection method based on extended en-
tropy is proposed here. The information loss based on extended entropy is used to
measure the correlation between features. The method assures that the selected fea-
tures have both big individual information and little redundancy information with
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the selected features. At last, the efficiency of the proposed method is illustrated
with some practical datasets.

Keywords: Unsupervised feature selection, extended entropy, information loss,
correlation value

1 INTRODUCTION

In recent years, data has become increasingly larger in number of features in many
applications such as genome projects, text categorization, image retrieval and cus-
tomer relationship management, etc. [1, 2]. It may cause serious problems to many
machine learning algorithms with respect to scalability and learning performance.
How to select the most informative variable combination is a crucial problem. Fea-
ture selection techniques are designed to find the relevant feature subset of the orig-
inal features that can facilitate clustering, classification and retrieval [3, 4]. Feature
selection is an important research issue in machine learning and pattern recogni-
tion. Lots of research work has been done on the topic. Based on whether the label
information is available, feature selection is mainly partitioned into two types, i.e.
supervised and unsupervised methods [5]. The former method is based on labeled
samples for classification problems. The latter method is mainly used to analyze
unlabeled data for clustering problems. Many supervised feature selection meth-
ods have been proposed and applied to many application areas. Typical supervised
feature selection methods include correlation coefficient method, information gain,
logistical regression, regularized method, etc. [6, 7, 8, 9]. In general, supervised fea-
ture selection is better in performance than unsupervised methods. But in practice,
data samples are usually unlabeled. How to improve the performance of unsuper-
vised feature selection is still a difficult problem to be resolved.

Supervised feature selection methods usually evaluate the importance of a fea-
ture by the correlation value between features and class variable. However, in
practice, it is expensive or impossible to label large-scale samples in many appli-
cations. Hence, it is great significance to develop unsupervised feature selection
algorithms that take full use of the unlabeled samples to select the most informative
features. Some unsupervised feature selection methods have been proposed, such
as maximum variance method, Laplacian score method, clustering based method,
etc. [10, 11, 12]. For dealing with multi cluster feature selection problem, spectral
regression and sparse space learning based method was proposed [13]. Feature se-
lection is the process of selecting the most informative feature combination. The
raw dataset contains many features that are either redundant or irrelevant. They
can be removed without incurring much loss of information. Correlation metric is
used to measure the relationship between features. Feature selection results based
on different correlation metrics are different. Many kinds of correlation metrics
have been proposed, such as Pearson correlation coefficient, mutual information and
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so on. Mutual information can measure arbitrary statistical dependences between
variables [14]. But the computational cost of mutual information between continu-
ous variables and mutual information between discrete and continuous variables is
expensive. Information bottleneck theory based information loss is an efficient corre-
lation metric [15, 16]. It has been applied to many complicated clustering problems.
But the information loss based on probability cannot process continuous variables.
In this paper, information bottleneck theory based information loss is adopted to
measure the correlation between features. For improving the general adapt capabil-
ity, extended entropy is proposed and information loss is calculated based on it. The
proposed feature selection method takes both the feature’s individual entropy and
the redundancy information with the selected features into consideration. It assures
that the selected feature combination has the maximum information. For deter-
mining the number of selected features, an objective rule is proposed. The method
combines the change ratio and the gradient ratio of information increase. At last,
the efficiency of the proposed method is illustrated with some practical dataset.

The rest of this paper is organized as follows. Section 2 presents the definition
of extended entropy. Section 3 introduces information bottleneck theory and infor-
mation loss. Section 4 proposes the calculation method of information loss based
on extended entropy. Feature selection procedure based on extended entropy is pre-
sented in Section 5. Some practical datasets are analyzed with the proposed method
in Section 6. Concluding remarks are described in Section 7.

2 EXTENDED ENTROPY

Entropy is a way to measure the amount of information in a signal based on probabil-
ities. Classic entropy is based on probability. Data has no statistical characteristics
in many applications. A novel entropy definition, i.e. extended entropy, is proposed
here. Extended entropy is not based on probability but on ratio. The definition is
as follows.

2.1 Shannon Entropy

Let feature variables be denoted by vectorX = (X1, X2, . . . , Xm)T , whereXi = (xij),
i = 1, 2, . . . ,m, j = 1, 2, . . . , q, denotes the ith feature variable with q difference
values, and class variable be denoted by Y , Y = (yi), i = 1, 2, . . . , k. It means
that all features are projected to k different classes. p(Xi) denotes the probability
distribution of feature variableXi, pY denotes the probability distribution of class
variable Y , and p(Xi, Y ) denotes the joint probability distribution of Xi and Y . All
probability distributions are calculated according to sample statistics. The Shannon
entropy H of feature variable Xi can be described as

H(Xi) = −
q∑

j=1

p(xij) logp(xij). (1)
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Shannon entropy of class variable Y can be described as

H(Y ) = −
k∑

i=1

p(yi) logp(yi). (2)

Joint entropy between feature variables and class variable is

H(Xi, Y ) = −
q∑

j=1

k∑
l=1

p(xij, yl) logp(xij, yl) (3)

where Xi can be substituted by subset of feature vector S, i.e., the joint entropy
can be generalized to p variables.

2.2 Extended Entropy

Let N data vectors be denoted by yi, i = 1, 2, . . . , N , each vector has n positive
number yi1, yi2, . . . , yin, i = 1, 2, . . . , N and the ratio between each positive number
and the sum of all the positive number is

r(yij) = yij/(yi1 + yi2 + . . .+ yin). (4)

r(yij) is similar to the probability that satisfies
∑n

j=1 r(yij) = 1, and r(yij) ≥ 0,
i = 1, 2, . . . , n. Extended entropy based on ratio is defined as

S(yi) = −
n∑

j=1

r(yij) ln r(yij). (5)

3 INFORMATION BOTTLENECK THEORY

Information bottleneck (IB) theory is proposed to operate clustering problem. The
theory is based on mutual information. The joint distribution of the object space X
and the feature space Y is denoted by p(x, y). According to the IB principle a clus-
tering X that minimizes the information loss I(X; X̂) = I(X;Y )− I(X̂;Y ) is opti-
mized. I(X; X̂) is the mutual information between X and X̂

I(X; X̂) =
∑
x;x̂

p(x)p(x̂ | x) log(p(x̂ | x)/(p(x̂). (6)

The IB principle is motivated from Shannon’s rate-distortion theory which provides
lower bounds on the number of classes. Given a random variable X and a distortion
d(x1, x2) measure, the symbols of X are represented with no more than R bits. The
rate-distortion function is given

D(R) = min
p(x̂|x)I(X;X̂)≤R

Ed(x, x̂) (7)
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where Ed(x, x̂) =
∑

x,x̂ p(x)p(x̂ | x)d(x, x̂). The loss of the mutual information

between X and Y caused by the clustering X̂ can be viewed as the average of this
distortion measure

d(x, x̂) = I(X;Y )− I(X̂;Y )

=
∑
x,x̂,y

p(x, x̂, y) log(p(y | x))p(y)−
∑
x,x̂,y

p(x, x̂, y) log(p(y | x̂))/p(y)

= ED(p(x, x̂)||p(y, x̂)) (8)

where D(f‖g) = Ef log(f/g) is the Kullback-Lerbler divergence. The rate distortion
function is

D(R) = min
p(x̂|x)I(X;X̂)≤R

(I(X;Y )− I(X̂;Y )) (9)

which is exactly the minimization criterion proposed by the IB principle, i.e., finding
a clustering that minimizes the loss of mutual information between the objects and
the features. Let c1 and c2 be two clusters of symbols, the information loss due to
the merging is

d(c1, c2) = I(c1;Y ) + I(c2;Y )− I(c1, c2;Y ), (10)

information theory operation reveals

d(c1, c2) =
∑

y,i=1,2

p(ci)p(y | ci) log(p(y | ci))/(p(y | c1 ∪ c2)) (11)

where p(ci) = |ci| / |X|, |ci| denotes the cardinality of ci, |X| denotes the cardinality
of object space X, p(c1∪c2) = |c1 ∪ c2| / |X|. It assumes that the two clusters are in-
dependent when the probability distribution is combined. The combined probability
of the two clusters is

p(y | c1 ∪ c2) =
∑
i=1,2

|ci| /(c1 ∪ c2)p(y | ci). (12)

4 INFORMATION LOSS BASED ON EXTENDED ENTROPY

According to Equation (12), information loss based on probability can only process
discrete variables. Therefore, the classic information loss definition is not suitable
in many situations. Extended entropy can deal with any kind of positive dataset.
We introduce extended entropy into information bottleneck theory. In the method,
each element of the dataset y is taken as a different value probability of which is
the ratio between each element’s value and the sum of all the element’s values. Let
n samples and each sample include m features. Calculate the correlations between
features according to the values in each sample. Each feature can be taken as
an n dimension vector, i.e. yi = yi1, yi2, . . . , yin, i = 1, 2, . . . ,m. Each sample is
taken as a value of the feature variable. n samples means each feature has n values.
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The extended probability of feature yi is calculated according to the ratio between
the feature value and the sum, i.e.

r(yij) = yij/(yi1 + yi2 + · · ·+ yin). (13)

It can satisfy the conditions requirements, i.e.
∑n

j=1 r(yij) = 1 and r(yij) ≥ 0,
j = 1, 2, . . . , n. The extended entropy based on extended probability is defined as

S(yi) = −
n∑

j=1

r(yij) ln r(yij). (14)

The information loss due to the merging of two clusters is coherent to that of IB

d(c1, c2) =
∑
i=1,2

n∑
j=1

r(yj | ci) log(r(yj | ci))/(r(yj | c1 ∪ c2)). (15)

According to the calculation equation of information loss, after p, q ∈ {1, 2, . . . , n}
being combined into a variable c, the extended probability of combine variable c can
be denoted

r(ycj) =
|yp|
|yp ∪ yq|

r(ypj) +
|yp|
|yp ∪ yq|

r(yqj). (16)

5 FEATURE SELECTION BASED ON EXTENDED
ENTROPY (FSBEE)

Unsupervised feature selection method FSBEE is as follows. A novel correlation
definition is introduced. The correlation between feature variable X and feature
variable Y is defined as

ρ(X, Y ) = 1/d(X, Y ). (17)

The information loss value is inverse proportion to the correlation value. The fea-
tures of Y are combined into one variable according to Equation (16) firstly when
it is a feature set. Then the information loss d(X, Y ) is calculated according to
Equation (15).

5.1 First Feature Selection

The first feature is selected according to the correlation value of each feature. The
initial feature variable set is denoted by X = {X1, X2, . . . , Xm}. U is used to denote
unselected feature set and S is used to denote the selected feature set. At first, U is
set the initial feature set and S is set null, i.e. U = X and S = Φ. The feature that
has the biggest correlation value with the other feature subset is selected as the first
one, i.e.

xl = arg max
1≤i≤m

ρ(Xi, (X\Xi)). (18)



Study on Unsupervised Feature Selection Method Based on Extended Entropy 229

The maximum correlation value means that the feature can represent the other
features in maximum degree. The selected feature is added to selected feature set
S and removed from unselected feature set, i.e. S = {Xl} and U = X\Xl.

5.2 Feature Selection Procedure

After the first feature has been selected, the other features are selected according to
the following procedure. The kth feature Xl is selected according to the increase of
correlation value. The calculation of increase value is as follows.

Xl = arg max
Xi∈U
{ρ(Xi, (U\Xi)) ∗ d(Xi, S)}, (19)

fk = max
Xi∈U
{ρ(Xi, (U\Xi)) ∗ d(Xi, S)}. (20)

It means that the selected feature can represent the other unselected features in
maximum degree. At the same time, the selected feature should provide the least
redundancy information to the selected feature set S. The candidate feature should
have the largest distance to the selected features. Then the selected feature Xl is
added to the selected feature set S and removed from the unselected feature set U ,
i.e. S = {S,Xl} and U = U\{Xl}. Through iterating the above procedure, features
are selected.

5.3 Determination of the Number of Selected Features

No objective rule is available to determine the number of selected features currently.
It is often prescribed previously. In this paper, the number of selected features is
determined according to the following rules. In the selection procedure, each step
corresponds to an increase value of correlation. In general, the value will be in
decreasing trend. The gradient ratio between the current step and the first step is
calculated according to the following equation.

u = (fk−1 − fk)/(f1 − f2). (21)

The ratio between the increase value corresponding to the current step and that to
the first step is denoted by

v = fk/f1. (22)

Threshold values α for u and β for v are prescribed. When the values are less than
prescribed threshold values, i.e. u < α and v < β, the feature selection procedure
is stopped. The threshold values are prescribed according to a practical problem.
Less threshold value corresponds to larger selected feature number. In general, the
two threshold values are in the interval [0,1]. They are set to a less value when
the analysis problem is complicated and to a bigger value to a simple problem.
Pseudo-code of the feature selection procedure is summarized as Figure 1.
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Figure 1. Pseudo code of the feature selection procedure

From the above calculation procedure, the computation complexity of the feature
selection procedure is about O(knm2), where k is the number of selected features,
m is the number of total features, and n is the number of instances.

6 EXAMPLES

6.1 Data Source

The datasets are downloaded from the UCI machine learning website [17]. For
proving the efficiency of the proposed unsupervised feature selection method, some
classification datasets are analyzed. They are breast cancer clinic data, smart phone
record, credit card record, mesothelioma data and image segmentation set. The basic
information, i.e. number of features, number of instances, number of classes, of each
dataset is listed in Table 1.

6.2 Feature Selection with the FSBEE

The label information is ignored during feature selection procedure. The label infor-
mation is used to analyze the performance of feature selection method through com-
paring the classification results. For calculating the extended entropy, all features
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Data Source
Number

of Features
Number

of Samples
Number

of Classes

Breast cancer diagnostic data 30 569 2

Smart phone record 561 10 299 6

Credit card record 24 30 000 2

Mesothelioma data 34 324 2

Image segmentation data 19 2 210 7

Table 1. Dataset information

are transformed into positive values. In this example, all features are normalized
into the interval [0, 1]. Then the features are selected according to the proposed
method in Section 5. The selection results are as follows.

(1) Breast cancer diagnostic data. The data is provided by University of Wis-
consin, Clinical Sciences Center. It is used for breast tumor diagnosis. The
dataset includes 569 samples and each sample has 30 real-value features. They
are categorized into two classes, i.e. benign or malignant. Firstly, each feature
is normalized to the interval [0, 1]. Then, the extended probability of each sam-
ple can be calculated according to (13). The features are selected according to
Section 5. For determining the number of selected features, the threshold value
is set α = 0.1 and β = 0.1. The increase of correlation value corresponding to
each step is shown in Figure 2. At last, 14 features are selected.

(2) Smartphones dataset. The smartphones data is collected to recognize human
activity [18]. 10 299 human activity records are collected and each record has
561 features. The human activity is categorized into 6 classes. Firstly, the
features are normalized to the interval [0, 1]. Then features are selected according
to the FSBEE method. The threshold values are set α = 0.01 and β = 0.01. The
correlation increase value of each step is shown in Figure 3. At last, 178 features
are selected.

(3) Credit card record. The dataset is collected to identify the customer whether
credible or not credible according to his/her personal payment record. There
are 30 000 records in the dataset and each record has 24 attributes. Among the
attributes, some are binary variables and some are continuous variables. For
computing convenience, all features are normalized into interval [0, 1] and taken
as continuous variables. Then features are selected according to the FSBEE
method. The threshold value is set α = 0.1 and β = 0.1. The increase of
correlation value of each step is shown in Figure 4. At last, 10 features are
selected.

(4) Mesothelioma data. The dataset is collected by Dicle University from real
patient reports. It is used to identify whether the patient’s mesothelioma is
benign or malignant. There are 324 samples in the dataset and each sample has
34 attributes. Firstly, all attributes are normalized to the interval [0, 1]. Then
features are selected to according to the FSBEE method. The threshold value is
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Figure 2. The increase in correlation value of breast cancer data

set α = 0.1 and β = 0.1. The increase of correlation value of each step is shown
in Figure 5. At last, 15 features are selected.

(5) Image segmentation. The instances were drawn randomly from a database
of 7 outdoor images, i.e. brickface, sky, foliage, cement, window, path, grass.
Each instance includes 19 features. The images were hand segmented to cre-
ate a classification for every pixel. 210 images are taken as training set and
2 000 images are taken as test set. Firstly, all attributes are normalized to the
interval [0, 1]. Then features are selected according to the FSBEE method. The
threshold value is set α = 0.1 and β = 0.1. The correlation increase value of
each step is shown in Figure 6. At last, 12 features are selected.

6.3 Result Comparison

For comparison, information gain (IG), correlation coefficient, logistic regression etc.
supervised feature selection methods are used to select the features. libSVM [19] is
used to classify the dataset according to the selected features obtained with different
feature selection methods. The number of selected features is the same as that of
FSBEE model. The classification results are listed in Table 2. The computation
time of the feature selection corresponding to each dataset are listed in Table 3.
K-mean based feature selection, variance based feature selection and mutual infor-
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Figure 3. The increase in correlation value of breast cancer data

mation based feature selection (FSBMI) etc. unsupervised methods are used to
select the features. The number of selected features is the same as that of FSBEE.
The classification results based on different unsupervised feature selection method
are listed as in Table 4. The computation time of the unsupervised feature selection
corresponding to each dataset are listed in Table 5. From above analysis results
we can find that the proposed FSBEE is an efficient unsupervised feature selection
method. Through comparing with supervised feature selection methods, the classi-
fication accuracy of the proposed FSBEE method is close to that of the supervised
method and even better than some supervised methods. Through comparing with
other unsupervised methods, the classification accuracy of the proposed method is
better. The proposed method is easy to be operated. The computation complexity
will increase with the number of feature numbers and the number of selected feature
numbers. But it is more efficient than the unsupervised feature selection method
FSBMI.

7 CONCLUSIONS

Feature selection for unlabeled samples is a very important task for many pattern
recognition problems. For improving the efficiency and performance of unsupervised
feature selection, the paper develops a novel unsupervised feature selection method.
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Figure 4. The increase in correlation value of breast cancer data

Data Source
Number

of Selected
Features

Accuracy

FSBEE IG Coefficient
Logistic

Regression

Breast cancer
diagnostic data

14 97.69 98.67 94.05 98.67

Smart phone record 178 89.47 91.32 91.06 90.75

Credit card record 10 77.46 78.68 78.11 77.43

Mesothelioma data 15 86.36 92.68 95.6 69.99

Image segmentation data 12 86.76 87.33 85.21 83.75

Table 2. Classification result comparison with supervised feature selection methods

Data Source
Number

of Selected
Features

Computation Time

FSBEE IG Coefficient
Logistic

Regression

Breast cancer
diagnostic data

14 0.156 0.016 0.015 1.228

Smart phone record 178 7455.375 4.563 4.422 6723.44

Credit card record 10 10.75 8.141 8.125 87.21

Mesothelioma data 15 0.406 0.313 0.297 4.563

Image segmentation data 12 0.047 0.012 0.01 0.53

Table 3. Computation time comparison with supervised feature selection methods
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Figure 5. The increase in correlation value of breast cancer data

Figure 6. The increase of correlation value of image segmentation data
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Data Source
Number

of Selected
Features

Accuracy

FSBEE
k-Mean Clustering

Based Feature
Selection

Variance
Based Feature

Selection
FSBMI

Breast cancer
diagnostic data

14 97.69 96.84 94.39 100

Smart phone
record

178 89.47 88.47 85.48 88.83

Credit card
record

10 77.46 76.02 73.44 78.13

Mesothelioma
data

15 86.36 89.61 84.65 76.95

Image segmentation
data

12 87.76 80.21 78.43 81.98

Table 4. Classification result comparison with commonly unsupervised feature selection
methods

Data Source
Number

of Selected
Features

ComputationTime

FSBEE
k-Mean Clustering

Based Feature
Selection

Variance
Based Feature

Selection
FSBMI

Breast cancer
diagnostic data

14 0.156 0.24 0.031 0.781

Smart phone
record

178 7455.375 154.33 4.359 9863.34

Credit card
record

10 10.75 11.23 8.156 44.172

Mesothelioma
data

15 0.406 0.43 0.297 0.797

Image segmentation
data

12 0.047 0.049 0.125 0.14

Table 5. Computation time comparison with supervised feature selection methods

The method uses extended entropy to calculate the information loss between two
features. It can measure the distance between features. During the feature selection
procedure, the redundant information is considered. It assures that the selected
features contain the maximum information. The advantages of the method can be
summarized as three aspects. Firstly, extended entropy can simplify the calculation
of information loss and improve computation speed markedly. Secondly, it can
assure that the selected features contain the most information. Thirdly, it provides
an objective rule to determine number of selected features. The experience results
show that the proposed unsupervised method is efficient. It can be applied to many
types of application areas.
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