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Abstract. The World Wide Web has a considerable amount of information ex-
pressed using natural language. While unstructured text is often difficult for ma-
chines to understand, Open Information Extraction (OIE) is a relation-independent
extraction paradigm designed to extract assertions directly from massive and hetero-
geneous corpora. Allocation of low-cost computational resources is a main demand
for Open Relation Extraction (ORE) systems. A large number of ORE methods
have been proposed recently, covering a wide range of NLP tools, from “shallow”
(e.g., part-of-speech tagging) to “deep” (e.g., semantic role labeling). There is
a trade-off between NLP tools depth versus efficiency (computational cost) of ORE
systems. This paper describes a novel approach called Sentence Difficulty Estimator
for Open Information Extraction (SDE-OIE) for automatic estimation of relation
extraction difficulty by developing some difficulty classifiers. These classifiers ded-
icate the input sentence to an appropriate OIE extractor in order to decrease the
overall computational cost. Our evaluations show that an intelligent selection of
a proper depth of ORE systems has a significant improvement on the effectiveness
and scalability of SDE-OIE. It avoids wasting resources and achieves almost the
same performance as its constituent deep extractor in a more reasonable time.
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1 INTRODUCTION

Information Extraction is the task of automatically extracting structured data from
unstructured text. One of the core information extraction tasks is the relation
extraction, which aims at extracting semantic relations among entities from natural
language text. Relation extraction can potentially benefit a wide range of NLP
tasks such as: Web search, question answering, ontology learning, summarization,
building knowledge bases, etc. [1].

The huge and fast-growing scale, a mixed genre of documents and infinite types
of relations are challenges of the Web-scale relation extraction [2]. The traditional
approaches to information extraction assume a fixed set of predefined target relations
and usually do not scale to corpora where the number of target relations is very
large [3]. An alternative paradigm OIE aims to scale information extraction methods
to the size and diversity of the Web corpus. OIE systems extract relational tuples
from texts, without requiring a pre-specified vocabulary [4].

The key goals of OIE are: 1. domain independence, 2. unsupervised extraction,
and 3. scalability to large amounts of text [5]. Scalability of OIE systems relies
on the different sophistication levels of the NLP tools they use. Shallow extractors
try to improve performance by limiting extraction procedure to shallow linguistic
analysis. Although the ORE approaches in this category (such as TextRunner [6],
WOEpos [7], ReVerb [8], R2A2 [9] and SONEX [10]) are fast and more scalable,
they are unable to deal with complicated structures such as long distance relations.
In addition, due to usage only shallow syntactic features, high performance is not
guaranteed, thus resulting in a significant drop of effectiveness.

In contrast to shallow extractors, some approaches (such as Wanderlust [11],
WOEparse [7], KrakeN [12], OLLIE [4], ZORE [13], DepOE [14], SRL-IE-Lund
[15], SRL-IE-UIUC [15], the methods proposed in [16] and [17]) use deep syntac-
tic or semantic analysis tools such as dependency parsing. These extractors are
generally more expensive than the previous extractors; they trade efficiency for
improved precision and recall [5]. The former extractors are rapid, guarantee scal-
ability and require less effort due to usage shallow syntactic analysis, while the
latter extractors are efficient for precision and recall but time consuming and re-
quire considerable effort due to usage deep syntactic analysis in the extraction pro-
cess [18].

Given the pros and cons of shallow and deep extractors, we proposed an approach
for automatic estimation of ORE difficulty. We developed different classifiers that
recognize sentences that are hard for ORE task and pass them to a deep extrac-
tor. Thus, it attempts to categorize them with the aim of reducing computational
cost. The proposed approach is a combination of two types of OIE systems and
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we employed ReVerb [8] and EXEMPLAR [19] as shallow and deep OIE extractors,
respectively.

According to the results in [19], shallow methods handle ten times more sen-
tences than deep ones. We examined the trade-off between effectiveness (F-measure)
and efficiency (computational cost) and found that using a deep extractor on the in-
telligent subset of input sentences can yield a substantial improvement in F-measure.
We present a novel approach for predicting ORE difficulty using different classifiers
with light-weight features. The classifiers recognize sentences that are hard for ORE
task and pass input sentences to a deep extractor only if needed. Therefore, our
difficulty classifiers prioritize the sentences likelihood of improving performance and
lead to better allocation of computational resources. Sentence difficulty is used in
many applications of natural language processing such as measuring translation dif-
ficulty [21], evaluating the reliability of parses [22], measuring text difficulty [23] and
text readability [24], etc. The idea of this work can be ported into other tasks in
natural language processing. Application systems such as Speech Processing, Ques-
tion Answering and Search Engines can benefit from automatic detection of difficult
subtasks.

The rest of this paper is organized as follows. Section 2 introduces previous
works in the areas of OIE systems. Our proposed approach is described in Section 3.
We present results of our experiments in Section 4 and end with the conclusion in
Section 5.

2 RELATED WORKS

In this section we review some related works on OIE, in particular works on ORE.
OIE has received much attention recently. It covers a wide range of NLP tools,
from shallow (e.g., part-of-speech tagging (POS)) to deep (e.g., semantic role label-
ing (SRL)). These systems can be divided into two main categories based on the
linguistic analysis which is applied for relation extraction task [18, 5, 14]. In the
following two subsections, we examine these two categories.

2.1 Deep Open Information Extraction Systems

ORE approaches which use parsing-based or SRL-based tools are grouped in deep
OIE systems. Most deep OIE systems apply dependency tree paths to learn extrac-
tion patterns. Wanderlust [11] uses hand-labeled training data to learn extraction
patterns on the dependency tree. The authors of this system annotated 10 000
sentences parsed with LinkGrammar. This system learns 46 general link paths as
patterns for relation extraction. WOEparse [7] is a pattern classifier learned from de-
pendency path patterns which uses typed dependencies as features [18]. PATTY [25]
extracts textual patterns from sentences based on paths in the dependency tree be-
tween the two named entities. It finds the shortest path in the dependency tree
that connects the two named entities. The TreeKernel approach [26] first inspects
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whether there is a relation between a pair of entities in a sentence and then whether
there are explicit relation words for this pair. A set of syntactic patterns is used
for generating candidate relations. One of the main drawbacks of dependency-based
deep OIE systems is restricting extraction to the paths of dependency tree.

Some approaches use bootstrapping to learn patterns. OLLIE [4] is a hybrid
approach based on bootstrapping which learns pattern templates automatically from
a training set that is bootstrapped from relations extracted by ReVerb. OLLIE
produces n-ary extractions by merging binary relations and has 1.9 to 2.7 times
more area under precision-yield curves 1 compared to ReVerb and WOE. BONIE [27]
is an open numerical relation extractor, for extracting OIE tuples where one of the
arguments is a number or a quantity-unit phrase. BONIE also uses bootstrapping to
learn the specific dependency patterns that express numerical relations in a sentence.
Bootstrapping methods have some limitations because extraction samples can vary
considerably depending on initial seed selection.

Some OIE methods are designed for languages other than English. Similarly,
most of them are based on rules or patterns. ZORE [13] is a syntax-based Chinese
ORE system that extracts relations and semantic patterns from Chinese texts. The
approach proposed in [17] also focuses on Chinese ORE. This system can be con-
sidered as a pipeline of word segmentation, POS tagging and parsing [18]. An OIE
system for German language was proposed in [28]. It is a straightforward approach
for adapting PropS, a rule-based predicate-argument analysis for English, to a new
language, German. DepOE [14] is a multilingual OIE system based on fast depen-
dency parsing. It uses DepPattern [29], a multilingual dependency-based parser,
to analyze sentences and obtain fine-grained information. Then, a small set of ex-
traction rules is applied and the target verb-based triples are generated. There is
a more recent version of DepOE system, called ArgOE [30]. ArgOE is a multilingual
rule-based OIE method that obtains as input dependency parses in the CoNLL-X
format, recognizes argument structures within the dependency parses, and extracts
a set of basic propositions from each argument structure. Since most of the OIE
systems designed in languages other than English are based on rules or patterns,
they have the same problems as rule-based and pattern-based methods.

Most OIE approaches usually extract binary facts and are not designed to cap-
ture n-ary relations. KrakeN [12] addresses this limitation by capturing unary,
binary and higher order n-ary facts. It has been built specifically for capturing
complete facts from sentences and can extract more facts per sentence with high
precision. EXEMPLAR [19] addresses the problem of extracting n-ary relations
by using handcrafted rules over dependency trees. These rules are applied to each
candidate argument individually by inspecting the path between an entity and a re-
lational word. OIE approaches which deal with n-ary relations can increase the
number of correct and informative extractions and achieve high precision and re-
call.

1 Receiver Operating Characteristic (ROC)
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Some deep OIE methods separate the detection of “useful” pieces of information
expressed in a sentence from their representation in terms of extractions. Clau-
seIE [5] is a clause-based approach which uses linguistic knowledge about the gram-
mar of the English language to first detect clauses in an input sentences and to
subsequently identify the type of each clause according to the grammatical function
of its constituents [18]. CSD-IE [31] is a method that uses contextual sentence de-
composition for OIE. A sentence is decomposed into the parts that are semantically
dependent and then the (implicit or explicit) verb in each part is identified and
the facts are obtained [8]. The performance of decomposition-based OIE systems is
highly dependent on the detection of effective pieces which produce the facts.

Although the majority of deep OIE systems are parser-based, there is a limited
quantity of approaches that exploit semantic role labelers. A deep OIE system based
on SRL has been proposed in [15]. This system has been developed based on two
SRL systems: UIUC [32] and LUND [33]. It produces the extractions by applying
some rules on the outputs of these SRL systems. The authors proposed two hybrid
methods that employ SRL only on a specific subset of TextRunner outputs. This
work is similar to our approach in terms of combining two OIE systems, but there
are some differences. Applying TextRunner to all input sentences and using SRL via
some restrictions rules on TextRunner outputs are the main differences. Another
version of SRL-IE was implemented in [20] by relying on the output of two SRL
systems: LUND [34] and SwiRL [35]. Efficiens [20] has a module for each NLP
tool. The Efficiens[POS] module relies on POS tagging, while the Efficiens[DEP]
and Efficiens[SRL] rely on dependency parsing and SRL, respectively. Since SRL-
based deep methods need more computational time than parse-based deep methods,
they are computationally expensive, even though they are robust to noisy text. The
related surveys are summarized in Table 2.

Although deep OIE systems have a high performance, the cost of leveraging
deep NLP tools and scarcity of them in other languages are the main challenges of
deep OIE methods. In this paper, we present an approach to alleviate these critical
challenges. We developed a strategy which mitigates these challenges by intelligent
use of different methods.

2.2 Shallow Open Information Extraction Systems

ORE methods, which are based on shallow NLP tools (such as POS taggers), are
grouped in shallow OIE systems. Some shallow OIE systems use classifiers with
some lightweight features to recognize the relation between name entities in a sen-
tence. TextRunner [36] is the first OIE system. It applies a Naive Bayes classifier
which determines whether the context between a pair of noun phrases in a sentence
describes a relation instance or not. WOEpos [7] is also inspired by TextRunner
and limited to shallow features like POS tags. WOEpos exploits the relations in
Wikipedia Infoboxes to match corresponding sentences in an unlabelled corpus that
mention these relations. It uses these examples as relation-independent training
data to learn an unlexicalized extractor. R2A2 [8] uses an argument learning com-
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N D S E P R

Wanderlust [11] 5 3 5 3 3 5

WOEparse, 7 5 3 5 3 3 5

PATTY [25] 5 3 5 3 3 3

TreeKernel [26] 5 3 5 3 3 5

OLLIE [4] 3 3 5 3 3 5

BONIE [27] 5 3 5 3 3 5

ZORE [13] 5 3 5 5 3 5

Chinese OIE [17] 5 3 5 5 5 3

German OIE [28] 3 3 5 5 5 3

DepOE [14] 5 3 5 3 5 3

ArgOE [30] 5 3 5 3 5 3

KrakeN [12] 3 3 5 3 5 3

EXEMPLAR [19] 3 3 5 3 5 3

ClauseIE [5] 3 3 5 3 5 3

CSD-IE [31] 5 3 5 3 5 3

SRL-IE [15] 3 5 3 3 5 3

Efficiens [20] 3 3 3 3 5 5

Table 1. Comparison of different deep OIE methods. N: extracts N-ary relations? D: ex-
tracts relations based on dependency parse tree? S: extracts relations based on SRL?
E: extracts relations in English language? P: extracts relations based on patterns? R: ex-
tracts relations based on rules?

ponent. It makes use of a number of classifiers to identify the arguments of a verb
phrase (based on hand-labeled training data). Two classifiers identify the left and
right bounds for the first argument and one classifier identifies the right bound of
the second argument.

Some shallow OIE systems are based on patterns. ReVerb [8] is a strong and
successful pattern-based shallow OIE system. It makes use of a simple POS tag
sequence as a syntactic constraint in order to extract relation phrases and eliminate
incoherent extractions and also reduce uninformative extractions. ReVerb exploits
a lexical constraint that aims to alleviate the amount of over-specified extractions.
Experiments show ReVerb outperforms TextRunner and its performance is more
than twice as much as that of TextRunner [7, 18, 37]. SONEX [10] extends ReVerb
by detecting patterns with appositions and possessives [19]. It identifies every entity
pair (e.g., “Google”, “Apple Inc.”) and all sentences where this pair is mentioned
together. From these sentences, SONEX extracts a context (e.g., a list of surround-
ing words) for the pair and applies clustering techniques to group together pairs with
similar contexts. SONEX sees each cluster of entity pairs as a relation. LSOE [38]
is also a pattern-based system which exploits two kinds of patterns: 1. generic pat-
terns, 2. rules from Cimiano and Wenderoth proposal [39]. The performance of
LSOE was compared with two other OIE systems: ReVerb and DepOE. The results
show that LSOE extracts relations that are not learned by other extractors and also
achieves compatible precision.
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There are some shallow OIE methods such as R-OpenIE [40] which are based on
rules. R-OpenIE defines some text-based rules to generate relation extraction tem-
plates. It applies the cascaded finite-state transducer model to match the satisfied
relational tuples.

The main drawback of all the above shallow OIE approaches is that they are
inefficient for high performance. With the fast growth of the Internet and the emerg-
ing problem of information overload, the computational cost of processing a large
volume of information is becoming an increasingly important issue of artificial in-
telligence researches. Based on the methods discussed above, despite the high per-
formance of pure deep OIE systems, applying them is time consuming. Unlike deep
OIE systems, shallow ones are fast and do not achieve high performance measures.
Therefore, each one of these categories has their own pros and cons and raises the
question of what is the trade-off between NLP depth (and associated computational
cost) versus effectiveness. In this paper we develop some probabilistic classifiers that
apply different combination parameters as features, for different classes of extrac-
tors. This approach is not limited to specific types of system. It divides the input
sentences to proper extractors.

3 SENTENCE DIFFICULTY ESTIMATION
FOR OPEN INFORMATION EXTRACTION SYSTEMS

Various levels of linguistic analysis tools from shallow (e.g. POS tagging) to deep (e.g.
SRL) were used to develop OIE systems. Applying expensive NLP tools for extract-
ing facts from huge and heterogeneous corpora in reasonable time is time-consuming
and costly. This problem worsens when such methods are applied on World Wide
Web documents. In addition, tools for automatic deep analysis are available only for
a limited number of natural languages, and produce imperfect results. Manual deep
analysis, on the other hand, is time consuming and expensive [41]. Automatic tools
for approaches that rely only on a shallow linguistic analysis are available for many
languages and sufficiently reliable [41]. These extractors are usually fast, but the
restriction to shallow syntactic analysis reduces maximum recall and/or may lead to
a significant drop of precision at higher points of recall [5]. Indeed, there is a need
to have a system that enables effective use of available time and offers a reasonable
balance of precision and recall. The advantages of these two kinds of extractors
motivate us to focus on developing a method that gets the best of both worlds.
A hybrid OIE paradigm by incorporating strengths of ReVerb and EXEMPLAR is
suggested. Figure 1 presents the general framework of our proposed approach.

Preprocessor. The preprocessor converts raw web pages into a sequence of sen-
tences. It takes web pages as input and transforms them to plain sentences using
pre-processing tools. The pages were then segmented into sentences, tokenized,
tagged with POS and chunked using the OpenNLP2 package.

2 Downloadable at http://opennlp.sourceforge.net.

http://opennlp.sourceforge.net
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Figure 1. SDE-OIE’s framework: Difficulty classifier exploits the best of both the shallow
and the deep OIE extractors

Extractor Core. This component takes each sentence and assigns it to a proper
extractor. Extractor Core consists of two main subcomponents: Sentence Diffi-
culty Estimator and Hybrid Extractor.

Difficulty Classifier. The difficulty classifier and the hybrid extractor are the
main parts of SDE-OIE. SDE-OIE reads each sentence sequentially. Given
a sentence, the difficulty classifier extracts a set of features and predicts
whether it is difficult or not. In other words, for each sentence, the difficulty
classifier finds the most appropriate system for processing it. In regards
to binary classification of sentences, we use different classifiers; a Logistic
Regression, a Naive Bayes and a Decision Tree. Due to strong classifica-
tion results of these classifiers, they have been used for many classification
problems in computational linguistics. In addition to classification, we need
to find difficult sentences, where we care about the severity of the extrac-
tion difficulty. For this purpose, we benefit from the classification score as
a difficulty measure.

SDE-OIE focuses on the difficulty estimation of a relation extraction task for
input sentences of OIE systems. We formulate this problem as a classification
problem, where the goal is to assign a class label of easy or difficult to a can-
didate sentence s based on a classifier c and then pass it to an appropriate
extractor. c:s → {easy,difficult}
For this purpose, different probabilistic classifiers were used. We used Naive
Bayes, Logistic Regression and Decision Tree to automatically assign a diffi-
cult/easy class to each input instance. Naive Bayes is a simple and common
generative classifier that chooses the most probable extractor class out of
a set of possible classes given a feature vector [42]. The features of data
samples are independent. Naive Bayes employs the normal distribution to
model numeric attributes.
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Logistic regression belongs to the family of classifiers known as the exponen-
tial or log-linear classifiers. Like Naive Bayes, it works by extracting some
set of weighted features from the input, taking logs, and combining them
linearly [43]. In order to train a model to classify with the least amount of
error possible, the cost function should be minimized. Gradient descent is
our learning algorithm that finds values for the parameters that result in the
best parameter values and a smaller minimum error.

Binary Decision Tree consists of terminal vertices and nonterminal vertices.
Compared to Naive Bayes, decision tree is a somewhat more transparent
approach that lends itself to inspection [42]. Our decision tree was built
by C4.5. For implementation of these classifiers we used the Weka package.
A variety of features have been used to train the classifiers. These features
are discussed with more detail in Section 3.1 and the appendix.

Hybrid Extractor. The hybrid extractor also includes two main subcompo-
nents, a shallow (ReVerb) and a deep (EXEMPLAR) OIE system. A com-
plete and fair experimental comparison of 10 approaches have been presented
in [19] and [20]. According to that research, ReVerb is the fastest method
based on matching patterns over POS tags. SONEX is a shallow ORE sys-
tem which produces results comparable to ReVerb. It focuses on overcoming
the challenges in deploying ORE systems in the blogosphere and uses a clus-
tering algorithm to group pairs with similar context together in a large scale.
Beside the challenges with large-scale clustering (time and space), it recog-
nizes instances at corpus-level. Since our system is sentence-based (meaning
the extraction process can take individual sentences as input), we employ
ReVerb as the shallow constituent extractor. Through these adaptations,
we gain a range of extraction quality improvements at the sentence level.
EXEMPLAR is based on using rules over dependency trees. It outperforms
ReVerb and differs greatly in efficiency. It achieves the best effectiveness
and is faster than the deeper methods such as SRL-based OIE extractors.
Thus, EXEMPLAR’s processing time is much less. More details about these
OIE systems were presented in Section 2. As illustrated in Figure 1, final
extractions are obtained by taking the union of these two extractors’ out-
puts.

The proposed approach has some advantages in the following aspects:

• While in the structure of previous similar approaches, a pure shallow or deep
linguistic analysis tool is applied to all input sentences at least once; to our
knowledge, we are the first to propose an approach to partition the input to
an appropriate extractor in order to achieve higher performance.

• The constituent systems of the extractor core are based on shallow and deep
linguistic analysis tools and neither ReVerb nor EXEMPLAR needs training
data. Therefore, SDE-OIE’s performance will be independent from training
parameters.



A New Open Information Extraction System Using Sentence Difficulty Estimation 995

• The proposed approach is independent of its constituent systems and can be
designed by other shallow or deep systems. In other words, it is a general
framework and it is not designed for certain OIE systems. Hence, it can be
designed by incorporating different systems with different depths.

• As will be discussed in Section 4, our experiments indicate that extraction
difficulty can be modeled and automatically predicated with decent accu-
racy. Detecting difficult sentences has significant influence on the extraction
time and quality. It prevents wasting resources and helps to achieve approx-
imately the same performance as the deep constituent extractor. SDE-OIE
is particularly effective when there is a large dataset and the processing
time is limited. In this case, our hybrid extractor makes effective use of
available time and runs the best algorithm given the available computation
time.

In case all input sentences are difficult, using a difficulty classifier would be an over-
head operation rather than applying a deep extractor individually. Additionally,
sometimes only a few sentences in the whole dataset produce better instances with
deep NLP tools. In this case, a classifier that applies deep extractor for most sen-
tences will be wasting computational resources for the rest of the sentences in that
dataset. SDE-OIE will prefer shallow extractor when both extractors produce cor-
rect extraction and therefore efficiency improves.

3.1 Feature Set

Deep features could improve precision and recall over shallow syntactic features, but
at the cost of extraction speed. For instance, parser-based features can help to handle
complicated and long distance relations in sentences. Such cases usually cannot be
detected by shallow features. Regarding the computational cost associated with rich
syntactic features, we used 61 light-weight features. All features are independent of
applied classifiers, scalable, domain independent, and can be evaluated at extraction
time without the use of expensive tools.

These features allow the difficulty classifier to estimate the challenge that the
system faces in extracting instances from a sentence. Although these features can
be extracted from the underlying systems, they are collected from the syntactic
and semantic structure of the sentence. Since our difficulty modeling is system-
independent, we particularly do not incorporate knowledge (features) from the un-
derlying OIE systems into the difficulty classifier. Additionally, we use source-
language features which bring deeper linguistic knowledge into our modeling and
classification.We list below some important features which the difficulty classifier
uses to recognize the class of an input sentence s :

• F1: s contains at least two name entities where the context between them has
a verb phrase.

• F2: Number of capital words in s is greater than 6.
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• F3: s contains communication verbs [1].

• F4: Number of stop words in s is equal or greater than 10.

• F5: s contains ‘if’.

• F6: s contains at least one coordinating conjunction (and, but, for, nor, or, so,
yet).

• F7: s contains ‘say’.

• F8: s contains at least one pronoun (PRP, PRP$,WP,WP$).

• F9: s contains ‘that’ or ‘whether’.

• F10: s contains at least one relative pronoun.

• F11: s contains ‘there’.

• F12: s contains feature1 (F1) and the first name entity is a pronoun.

• F13: s contains F1 and the second name entity is a pronoun.

• F14: s contains F1 and there is a preposition (‘to’ or ‘in’) in s.

• F15: s contains F1 and there is a verb before the first name entity.

• F16: s contains F1 and there is a verb after the second name entity.

• F17: s contains F1 and the first name entity is a proper noun.

• F18: s contains at least one entity pair where there is a verb after the second
name entity.

• F19: Length(s) is greater than 10.

• F20: s contains cognition verbs [2].

Examples of other features include presence of punctuation, capitalization, WH-
words, comma, quotation, parentheses, specific POS tag sequences, a verb with
a specific tag (such as vbz, vbg, vbd, vbn, vbp, vb) in the sentence and a specific
preposition at the end of the sentence (such as to, in, for, of, on). Following fea-
ture extraction, this set of automatically labeled feature vectors is used for training
the classifier; then each sentence is passed to an extractor based on the classifier
output.

4 EXPERIMENTAL RESULTS

In this section, we first describe the benchmark dataset and performance metrics,
and then give the evaluation results obtained by our approach, baseline methods
and state-of-the-art approaches.

4.1 Dataset

A gold standard data and a set of features are required to train the difficulty clas-
sifier. The lack of standard dataset is one of the main challenges of the OIE sys-
tems [20]. The current evaluation approaches rely on manual evaluation (e.g., [7, 8,
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4, 12, 14, 5, 31, 44, 26]), whose main limitation is that it is not scalable. Combining
available datasets to make a large one has some difficulties. Differences in annota-
tion and evaluation methodology are some of these challenges. Manual creation of
a large dataset, on the other hand, is time consuming and expensive.

Based on available resources, we used two state-of-the-art datasets [19] to vali-
date and compare our approach with other methods developed for extracting open
relations from the Web. These datasets contain relatively more data than the others
(e.g., [7, 8, 4, 12, 14, 5, 30, 26, 44]). They are standard datasets which have been
used in several recent studies such as [45, 46, 47].

This datasets try to alleviate the problems related to the lack of ground truth
and differences in evaluation methodologies by providing reusable annotations that
are flexible and can be used to evaluate a wide range of methods [19, 20]. They
cover sentences from the New York Times (NYT-500), the Penn Treebank (PENN-
100), a popular Web corpus (WEB-500) and a much larger dataset from the New
York Times which has been annotated automatically. WEB-500 is a commonly used
dataset, developed for the TextRunner experiments [3]. This dataset contains 500
sentences extracted from search engine snippets. These sentences are often incom-
plete and grammatically unsound, representing the challenges of dealing with web
text. NYT-500 represents the other end of the spectrum with individual sentences
from formal, well written new stories from the New York Times corpus [48]. PENN-
100 contains sentences from the Penn Treebank recently used in an evaluation of the
TreeKernel method [26]. The NYT-500 and the WEB-500 are used as training data
and the PENN-100 is used as test data. We also randomly selected 300 sentences
from the data source which was built automatically from Freebase and WordNet [19]
as our test set.

The gold standard data is a set of sentences which have easy or difficult labels.
Given a corpus, SDE-OIE should select sentences for the shallow/deep extractor.
We manually annotated these datasets. We label a sentence as easy if the shallow
extractor generates a correct result. In cases where the shallow extractor gener-
ates an incorrect result, it is labeled as difficult, except for cases where the deep
extractor also generates an incorrect result. A sentence is also labeled as easy if the
shallow extractor has no output for that sentence, but the deep extractor generates
an incorrect result. In this case, if the deep extractor generates a correct result, the
sentence will be labeled as difficult.

4.2 Performance Measures

Our evaluation focuses on the extraction of relation instances at sentence level. The
metrics used in the evaluations are: Precision (P), Recall (R) and F-measure (F).
Precision is the ratio of the number of correctly extracted instances to the total num-
ber of extracted instances. Recall is the ratio of the number of correctly extracted
instances to the total number of correct instances in the dataset. The F-measure is
the harmonic mean of precision and recall [18].
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P =
number of correctly identified relation instances

total number of identified relation instances
,

R =
number of correctly identified relation instances

total number of correct relation instances
,

F =
2× P ×R

P + R
.

4.3 Numerical Results and Discussion

The effect of applying the difficulty classifier to the input sentences was evaluated
and the behavior of the shallow and the deep extractors was explored. In our
experiments, we used the datasets previously described in Section 4.1. We trained
three different classifiers which read a sentence and decide if the sentence is easy or
difficult for the extraction of relation.

To collect syntactic features, we need to perform POS tagging and chunking.
Therefore, we use the OpenNLP package. We modeled extraction difficulty for
sentences. Our modeling of sentence difficulty was binary: sentences are easy or
difficult to extract for a system. Given a corpus, SDE-OIE should select sentences
for the shallow/deep extractor so as to maximize the number of correctly extracted
instances. In other words, it selects the extractor which produces a correct instance
when the other extractor generates an incorrect result.

After testing, relation instances with score values equal to or higher than a spe-
cific threshold are considered to belong to the class 1. The instances with score
values lower than this threshold are considered to belong to class 0. Different values
of the classifiers scores were examined. It was observed that the threshold of 0.6
for both Logistic Regression and Decision Tree, and 0.7 for Naive Bayes yields the
highest performance.

We ran different OIE systems on these datasets3. Table 3 shows the preci-
sion and recall of each system on two different datasets. NB, DT and LR sub-
scripts are used for Naive Bayes, Decision Tree and Logistic Regression, respec-
tively. There is an insignificant difference between the precision of SDE-OIE and its
constituent systems. ReVerb and EXEMPLAR have relatively high precision due
to designing good patterns for relation extraction; thus this can lead to a higher
rate of precision in SDE-OIE. The best result for the precision of SDE-OIE was
obtained by the Logistic Regression classifier. High precision of SDE-OIE is caused
by its primary elements. This is also the case for recall. As a result, selecting the
main components of the proposed approach has a direct effect on the overall pre-
cision and recall. In terms of precision, SONEX outperforms all other approaches

3 We used the source codes of these OIE systems for implementation. The source code
of SDE-OIE is available at https://github.com/VahidehRt/SDE-OIE.

https://github.com/VahidehRt/SDE-OIE
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since its pattern-based design is able to detect predicates triggered by a noun prop-
erly.

SDE-OIE’s recall is higher than that of ReVerb. Moreover, it is lower than
that for EXEMPLAR. EXEMPLAR has the highest precision among all the sys-
tems. It is superior mainly because it can recognize more correct instances, partic-
ularly those with verb + noun predicates [20]. The higher precision and the lower
recall in comparison to EXEMPLAR reflect that our approach finds less relation
instances than EXEMPLAR but most of the retrieved instances are accurate. Since
both ReVerb and EXEMPLAR have no output for some sentences, the number
of missing instances may be increased in comparison with EXEMPLAR individu-
ally. The best result for SDE-OIE’s recall was achieved by the Naive Bayes classi-
fier.

Penn Treebank New York Times
Method Precision Recall Precision Recall

SDE-OIENB 0.78 0.49 0.8 0.3
SDE-OIEDT 0.77 0.49 0.8 0.3
SDE-OIELR 0.79 0.43 0.81 0.26
ReVerb 0.78 0.14 0.8 0.13
EXEMPLAR 0.79 0.51 0.82 0.31
SONEX 0.92 0.43 0.84 0.22
OLLIE 0.81 0.43 0.81 0.25
PATTY 0.46 0.24 0.82 0.21
SwiRL-IE 0.89 0.16 0.84 0.2
Lund-IE 0.86 0.35 0.83 0.24

Table 2. Results for the task of extracting relations

Figure 2 shows the F-measure of each system. EXEMPLAR outperforms all
methods. This is mainly because of its relatively higher recall in comparison with
other methods. SDE-OIENB has the best F-measure among the other SDE-OIE
methods. SDE-OIENB and EXEMPLAR are both at a very close level of F-measure.
Based on the description given above, this can be interpreted in terms of preci-
sion and recall. ReVerb and EXEMPLAR have relatively high precision, there-
fore, SDE-OIENB’s precision is also high. SDE-OIENB and EXEMPLAR have the
same precision. SDE-OIENB’s recall is significantly higher than ReVerb, but slightly
lower than EXEMPLAR. Thus, SDE-OIENB’s F-measure is slightly lower than
that of EXEMPLAR, as it is defined as a harmonic mean of precision and re-
call.

SDE-OIE achieves an F-measure that is almost triple that of ReVerb. ReVerb
has a lower recall than other approaches because of the intrinsic weakness of shallow
tools in detecting relation instances. This leads to a significant drop in its F-measure.
The experiment results demonstrate that proper incorporation of shallow and deep
extractors decreases the number of incorrect extractions and increases the correct
ones, resulting in higher performance. On the other hand, our hybrid method is able
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a)

b)

Figure 2. The F-measure of our method in comparison with other methods drawn from
a) Penn Treebank b) New York Times. SDE-OIENB and EXEMPLAR have almost the
same F-measure. Their F-measure is better than that of the others.

to cover the limitations of the shallow OIE system and provides significant boost in
its performance. The satisfactory level of F-measure indicates that our approach is
at least as good as its deep constituent system.

The total computing time of each method was measured. We excluded the
time for initializing or loading any libraries or models into memory. To ensure
a fair comparison, we make sure each method runs in a single-threaded mode, thus
utilizing a single computing core at all times. The results are reported in Table 4.
The best results of our approach are highlighted in the table.
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Method Penn Treebank New York Times

SDE-OIENB 0.41 0.73
SDE-OIEDT 0.4 0.71
SDE-OIELR 0.38 0.68
ReVerb 0.02 0.01
EXEMPLAR 0.62 1.19
SONEX 0.04 0.03
OLLIE 0.14 0.23
PATTY 0.66 1.27
SwiRL-IE 2.17 3.49
Lund-IE 5.21 11.20

Table 3. Computing time (per second) for each method

The processing times vary with different types of extractors. There is an ex-
plicit differentiation of almost one order of magnitude among approaches based on
semantic parsing (SwiRL-IE and Lund-IE), dependency parsing (EXEMPLAR, OL-
LIE and PATTY) and shallow parsing (ReVerb and SONEX). ReVerb is the fastest
method since it uses shallow patterns and does not rely on any deep tool.

As the results show, deep extractors usually have a high computational cost.
There is always a trade-off between performance and speed when selecting a deep
extractor. Deep extractors usually have high computational cost. In general, the
deeper the extractor, the higher is the incurred computational cost. In the same
period of time, shallow extractors process several times more sentences than de-
pendency parsing extractors, which in turn process several times more sentences
than semantic parsing extractors. Since our main purpose is to achieve a high-
performance system both in time and performance, we have leveraged the best of
shallow and deep OIE systems. Selecting shallow and deep components was made
according to a fair and objective experimental comparison of 10 state-of-the-art ap-
proaches which is presented in [19] and [20]. Thus, SDE-OIE makes effective use of
available time and achieves a reasonable balance of precision and recall. As experi-
ment results show, the efficiency of the whole system has been affected by optimizing
the processing time which has been reduced more than 33 % for all classifiers. The
processing time for SDE-OIENB, SDE-OIEDT and SDE-OIELR was reduced by 33 %,
35 % and 38 %, respectively, in the Penn Treebank dataset and 38 %, 40 % and 42 %,
respectively, in the New York Times corpus.

SDE-OIELR is the fastest model among the other SDE-OIE models. Generally,
SDE-OIE has approximately the same F-measure as EXEMPLAR, but at a much
lower processing time. This becomes important in large inputs such as Web-scale
data. When the number of sentences processed by ReVerb is high, the total time
reduces to the processing time of ReVerb. An interesting result is that despite
achieving high accuracy, the methods based on semantic parsing (SwiRL-IE and
Lund-IE) have lower F-measure than SDE-OIE and also need too much computa-
tional time.
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4.4 Evaluation of Sentence Difficulty Estimator

The distribution of easy and difficult sentences is 39 % and 61 %, respectively (dif-
ficult being the majority class). Table 5 shows the distribution of the values in the
confusion matrix for all classifiers (TN, FP, FN, TP). In general, there are two types
of errors in our hybrid extractor. The first type is related to intrinsic weakness of the
constituent systems and amending these errors depends on the improvement of the
main extractors of the hybrid method. This kind of error is not caused by difficulty
classifier; it can be generated even if the proper extractor is selected. The second
type of error occurs with the incorrect selection of the extractor by the difficulty
classifier. This type of error almost always occurs as a direct result of the first type
of error. For example, in this case, the input sentence should be processed by the
shallow extractor but it is processed by the deep extractor. Thus, the optimal result
is not gained. Although this error may not affect the performance of the hybrid
method, it is not beneficial for the extraction speed.

Table 5 shows the accuracy and error rate for each classifier on the two datasets.
The accuracy for SDE-OIENB, SDE-OIEDT and SDE-OIELR is 72 %, 68 % and 73 %,
respectively, in the Penn Treebank dataset and 72 %, 67 % and 74 %, respectively,
in the New York Times corpus. The results show that SDE-OIELR is the most
accurate classifier among the three classifiers. We observe that the dominant error
in SDE-OIELR is classifying a difficult sentence as easy. In general, a sentence
difficulty classifier with a high accuracy results in a reasonable trade-off between
time and performance, because selecting the proper OIE system leads to a significant
reduction on the computational time of the whole system.

SDE-OIENB SDE-OIEDT SDE-OIELR

Difficult Easy Difficult Easy Difficult Easy

Penn Treebank Difficult 81.8 % 18.1 % 72.7 % 27.2 % 68.1 % 31.8 %
Easy 37.7 % 62.2 % 35.7 % 64.2 % 21.4 % 78.5 %

New York Times Difficult 82.7 % 17.3 % 71.6 % 28.3 % 69.3 % 30.6 %
Easy 37.3 % 62.6 % 36.5 % 63.4 % 20.3% 79.6 %

Table 4. The confusion matrix for the performance of the sentence difficulty classifiers

Penn Treebank New York Times
Accuracy Error rate Accuracy Error rate

SDE-OIEDT 68.5 % 27.3 % 67.5 % 32.4 %
SDE-OIENB 72 % 28 % 72.6 % 27.3 %
SDE-OIELR 73.3 % 26.6 % 74.5 % 25.4 %

Table 5. The accuracy and error rate of the difficulty classifiers
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5 CONCLUSIONS

We presented a new method for the automatic estimation of sentence difficulty in
ORE systems. In other words, this work explores the notion of relation extraction
difficulty and the ways how the difficulty information can be used to enhance ex-
traction quality in shallow extractors. We applied different classifiers with a set of
efficient sentence-based features to incorporate strengths of a shallow OIE system
with a deep one. Our sentence difficulty classifier detects difficult sentences for pro-
cessing by the deep extractor. We detected the best trade-off between efficiency
(computational cost) and effectiveness (F-measure). Experiment results demon-
strate that the proposed approach achieves significantly better F-measure than its
shallow extractor. SDE-OIE also has approximately the same level of F-measure
as its deep constituent extractor, but at a much lower processing time. This shows
that isolation of difficult sentences from the rest of the sentences creates flexibility
for applying different types of system customizations.

The aim of OIE is to scale information extraction methods to the size and
diversity of the Web domain. SDE-OIE passes an input sentence to a deep extractor
only if it is needed. SDE-OIE is able to better allocate computational resources and
avoid wasting them, and thus it is suitable in cases where the computing time is
limited and high performance is desired.

We believe that an extended work on difficulty modeling should incorporate
different sophistication levels of NLP tools; thus this method can be extended to
a multi-class problem as well. A SRL-based approach can be applied as the deepest
underlying extractor. The proposed features are very fast to compute, which is an
important property from a practical implementation perspective. In addition to our
proposed features, some features from the underlying systems can be incorporated
into the difficulty classifier. Using semantic features can also bring deeper linguistic
knowledge into our model, but at the cost of time.
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