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Abstract. Community detection is a hot issue in the study of complex networks.
Many community detection algorithms have been put forward in different fields.
But most of the existing community detection algorithms are used to find disjoint
community structure. In order to make full use of the disjoint community detec-
tion algorithms to adapt to the new demand of overlapping community detection,
this paper proposes an overlapping community detection algorithm extended from
disjoint community structure by selecting overlapping nodes (ONS-OCD). In the
algorithm, disjoint community structure with high qualities is firstly taken as input,
then, potential members of each community are identified. Overlapping nodes are
determined according to the node contribution to the community. Finally, adding
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overlapping nodes to all communities they belong to and get the final overlapping
community structure. ONS-OCD algorithm reduces the computation of judging
overlapping nodes by narrowing the scope of the potential member nodes of each
community. Experimental results both on synthetic and real networks show that the
community detection quality of ONS-OCD algorithm is better than several other
representative overlapping community detection algorithms.

Keywords: Disjoint community detection, overlapping community detection, po-
tential member, overlapping node
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1 INTRODUCTION

Complex network is a relatively stable relation system which is formed by the in-
teraction between individual members. Many real-world complex systems can be
described by the form of complex networks, such as social networks, scientists co-
operation networks, web networks, protein interaction networks, etc. [1]. Extensive
studies have shown that complex networks not only have the properties of small
world [2] and scale-free [3], but they also have the characteristic of community
(module or cluster) structure. A community in a network is a group of nodes with
dense connections within the group and only sparse connections between them [4].
Research on community detection of complex networks has important theoretical
significance and wide application prospect. Community detection in complex net-
works can help to explore the structure and function of the network, find the hidden
laws and predict their behavior [1]. Therefore, community detection is the basis and
key of network analysis.

Traditional community detection algorithms divide the network into a number of
disjoint communities. Each node can only belong to one community. Representative
methods include modularity optimization algorithms [5, 6, 7], spectral clustering al-
gorithms [8, 9], hierarchical partition algorithms [10, 11], label propagation based
algorithms [12, 13], information theory based algorithms [14], and so forth. How-
ever, in many real complex networks, communities are usually not isolated from each
other, but overlap and cross each other. Some nodes may belong to many commu-
nities at the same time. For example, a researcher may belong to different research
groups. Therefore, finding overlapping community structure in complex networks
has more practical significance.

Currently, the research on overlapping community detection has attracted more
and more attention. After the development of the past few years, there have been
a number of algorithms to detect overlapping communities. For example, the clique
percolation method (CPM) [15], algorithms based on local community optimization
and expansion (LFM [16], OSLOM [17], DEMON [18], etc.), multi label propaga-
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tion algorithms (COPRA [19], BMLPA [20], SLPA [21], etc.), algorithms based on
link clustering (LINK [22], LinkComm [23], LGPSO [24], LLCM [25], LBLP [26],
GaoCD [27], etc.). But the computational complexity of these algorithms is gen-
erally very high while the accuracy and stability is low. The research on disjoint
community detection has reached a higher level in the past decades, and some high
quality algorithms in terms of both computational complexity and accuracy have
been developed. By contrast, the development of overlapping community detection
is not enough.

In most cases, disjoint community structures with high qualities already con-
tain the basic and major community structure in the network, except the over-
lapping part [28]. On this basis, we only need to further identify the overlapping
nodes in the community. Overlapping node detection can help us to understand the
characteristics of nodes more comprehensively and plays a key role in community
evolution. Literature [29] proposed a new algorithm based on disjoint community
detection results. Firstly, the border nodes of each community are detected ac-
cording to the results of disjoint communities. Then the impact of these border
nodes on the corresponding community is analyzed. If the impact value is greater
than 0, the border node is added into this new community and remains in the orig-
inal communities. Otherwise, the border node is removed from this community.
Finally, the overlapping community structure is obtained. OCDBIDC [30] is also
based on the results of disjoint community detection. But it only adds boundary
nodes which increase the boundary sharpness of a community into the commu-
nity.

Inspired by these, this paper proposes an overlapping community detection al-
gorithm extended from disjoint community by selecting overlapping nodes, named
ONS-OCD. Firstly, ONS-OCD determines potential members of each community
based on the given disjoint community structure. According to the optimization
theory, if the quality of the division is already high, then the addition of a new
node will not obviously change the intensity of the community. Thus, we can get
two conditions to judge whether a node is a potential member of a community.
One is that it should be the external fringe node of the community, namely that
there are edges between the node and the internal nodes of this community. An-
other is that the similarity between the node and the community should be larger
than the given threshold. Then, ONS-OCD detects the overlapping nodes to get
the overlapping community structure. It analyses every single potential node of
each community. If the influence of the potential node on the community is larger
than zero, we add this node to the community and mark it as an overlapping
node.

The main idea behind ONS-OCD and its contributions are presented below:

1. ONS-OCD firstly finds the potential members of each community to reduce the
detection scope of overlapping nodes;

2. ONS-OCD uses the node similarity based on the heuristic DFS encoding which
is more precise to measure the relationship between nodes.
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We verify the performance of the proposed algorithm on synthetic and real
networks. Extensive experimental studies confirm that ONS-OCD can detect over-
lapping community structures more effectively compared with some other state-of-
the-art algorithms.

The rest of this paper is organized as follows: Section 2 introduces the basic
theories related to this paper. In Section 3, we describe the main idea of the proposed
algorithm. The experimental results on both synthetic and real networks in Section 4
demonstrate the effectiveness of the proposed algorithm. The conclusion is given in
Section 5.

2 BACKGROUND AND RELATED WORKS

2.1 Representation of Complex Network

A complex network can be modeled as a graph G = (V,E), where V = {v1, v2, . . . ,
vn} is the set of nodes and E = {e1, e2, . . . , em} is the set of edges, n and m are
the number of nodes and edges in the network. N(vu) represents the neighbor set
of node vu and Com(vu) represents the community set which node vu belongs to.
C = {C1, C2, . . . , Ck}(1 < k < n) is the set of community structures, where Ci ∈ C
is a nonempty subset of V and the union of all communities are the union of all
nodes in the network,

⋃k
i=1 Ck = V .

Disjoint community detection algorithms divide the nodes of the network into
some non-overlapping subsets. That is to say each node must belong to only one
community and the intersection of any two communities is empty, Ci

⋂
Cj = Φ,

i, j = 1, 2, . . . , k and i 6= j. While overlapping community detection algorithms
allow nodes to belong to one or more communities.

2.2 Node Structural Similarity

Structural similarity is a commonly used method for measuring the node similarity
in complex networks. There are many methods to compute the structural similarity
and these methods determine node similarity based solely on the structure of the
network. Since structural equivalence is too restrictive for practical use, some sim-
plified similarity measures can be used [31]. Here we introduce the cosine similarity.
If the node vu and node vw are connected, the structural similarity of the node vu
and node vw is represented as Scosine(vu, vw) and calculated by Equation (1).

Scosine(vu, vw) =
|N(vu)

⋂
N(vw)|√

|N(vu)||N(vw)|
. (1)

The structural similarity between two nodes represents the degree of their shared
neighbors.
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2.3 DFS Encoding of Nodes

Depth first search (DFS) encoding [32] is a repeated random process based on the
DFS for the graph. In each process, the DFS is started from a randomly selected
node and each node is re-encoding by DFS traversal order. The coding of node vu
is marked as DFS(vu). Thus, for any two nodes vu and vw, the absolute differ-
ence between their coding indicates the distance of these two nodes, denoted as
dis(vu, vw) = |DFS(vu)−DFS(vw)|. The similarity between nodes vu and vw is rep-
resented by the reciprocal of the distance between them, s(vu, vw) = 1/dis(vu, vw).
Repeat the random process many times, and average these similarities between
node vu and vw as the final node similarity SDFS(vu, vw).

2.4 Node Similarity Based on Heuristic DFS Encoding

DFS encoding is a depth first search process starting from a random node and
encoding each node based on the traversal order. In this paper, the heuristic rules
of heuristic DFS (HDFS) encoding guides the DFS process to traverse the nodes in
the same community firstly. That is to say, in the traversal process, the node which
has the maximum structural similarity with the current expansion node is always
firstly chosen to be traversed. For any two nodes, if their values of HDFS encoding
are close, the similarity between them is large.

Since HDFS encoding has some randomness, the node similarity is calculated by
using the average value of multiple HDFS encoding. For any two nodes vu and vw,
the similarity based on HDFS encoding is denoted as SHDFS(vu, vw). In this paper,
the execution number of HDFS encoding is set to be the number of communities
in the network, and in each process, the node with the largest node degree of each
community is selected as the initial expanding node.

3 OVERLAPPING NODE SELECTION METHOD

We propose an overlapping node selection method based on the disjoint community
structure. In order to better understand the algorithm model, we first introduce
a few definitions, and then detailedly introduce the process of the algorithm proposed
in this paper.

3.1 Related Definitions

Definition 1 (Similarity between node and community). The maximum similarity
between the node and the community members is the similarity between the node
and the community. The similarity between node vu and the community Ci is
denoted as SNC(vu, Ci) and calculated by Equation (2).

SNC(vu, Ci) = max
vw∈Ci

S(vu, vw) (2)
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where S(vu, vw) is the similarity between node vu and node vw and any kind of node
similarity in complex network can be used in this formula. In this paper, we choose
the node similarity based on HDFS coding to measure the similarity between any
two nodes. Here S(vu, vw) = SHDFS(vu, vw).

Definition 2 (The potential member of a community). For a community, the no-
des in the network can be divided into three classifications: external nodes, internal
nodes and fringe nodes. External node means a node outside of the community;
internal node is the node which is within the community and is not connected with
the external node; fringe node is within the community and connected with the
external node. In Figure 1, the area of I is the internal node of community C, B is
the fringe node of the community C, U is the external node of community C. The
external nodes can be further divided into true external nodes and external fringe
nodes. The external fringe node is the node which is outside the community and is
connected with the fringe node, represented by UB.

Figure 1. Node classification in complex networks

The potential member of the community needs to meet two conditions at the
same time. It must be the external fringe node of the community and the similarity
between the node and the community is greater than a given threshold (the threshold
value can be set to the similarity between the node and the current community it
belongs to).

Definition 3 (Community strength). Based on the theory that the similarity be-
tween the nodes in the same community should be as large as possible, and the nodes
in different communities should be as different as possible, we define the community
strength as the ratio of the sum similarity between internal nodes of the commu-
nity and their adjacent nodes within the community to the sum similarity between
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internal nodes of the community and all their adjacent nodes in the networks. The
larger the ratio is, the more obvious the community structure is and the greater
the community strength is. Community strength calculation formula is shown as
Equation (3).

R(Ci) =

∑
vu∈Ci

∑
vw∈Ci,vw∈N(vu)

SHDFS(vu, vw)∑
vu∈Ci

∑
vw∈N(vu)

SHDFS(vu, vw)
(3)

where
∑

vw∈Ci,vw∈N(vu)
SDHFS(vu, vw) is the sum of similarity between node vu and

all its neighbor nodes within the community Ci and
∑

vw∈N(vu)
SDHFS(vu, vw) is the

sum of similarity between node vu and all its neighbor nodes in the networks.

Definition 4 (The influence of node on community). The variation of the commu-
nity strength before and after the node joins the community is the influence of the
node on the community. The calculation of the influence of the node vu on the
community Ci, denoted as F (Ci, vu), is shown as Equation (4).

F (Ci, vu) = R(Ci

⋃
{vu})−R(Ci\{vu}). (4)

Definition 5 (Overlapping node). If a node belongs to more than one community
at the same time, it is an overlapping node. That is to say, if |Com(vu)| > 1, node vu
is an overlapping node.

3.2 Pseudo Code of the Algorithm

ONS-OCD contains two stages. The first stage is to find the potential members of
each community and construct the potential node set (PNS) of each community. The
second stage is to analyze the potential member nodes and get the set of overlapping
nodes (ONS). In the first stage, ONS-OCD selects the external fringe node of the
community. Then, it determines whether the node is a potential member of the
community according to the similarity between the node and the community, and
obtains the potential members of the node set PNS (line 7–9). In the second stage,
ONS-OCD traverses PNS set of each community and calculates the influence of every
node on the community. If the influence of node vu on the community is positive,
node vu is added to the community and becomes an overlapping node (line 15–24).

3.3 Time Complexity Analysis

Assuming that the network G contains n nodes and m edges, the time complexity
analysis of the improved algorithm proposed in this paper is as follows:

1. Compute the HDFS similarity: The time complexity of HDFS is O(m), and it
is repeated k times, where k is the number of communities in the network and
k << n. So the time complexity is O(km);
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Algorithm 1 Overlapping community detection extended from disjoint community
structure (ONS-OCD)

Input: G = (V,E), disjoint community structure DC = {DC1, DC2, . . . , DCk}
Output: overlapping community structure OC = {OC1, OC2, . . . , OCk}
1: // The first stage, find the potential members
2: for each DCi ∈ DC do
3: PNS[i]← Φ
4: for each vu ∈ DCi do
5: for each vw ∈ N(vu) do
6: if vw /∈ DCi and vw ∈ DCj then
7: if SNC(vw, DCi) > SNC(vw, DCj) then
8: PNS[i]← PNS[i]

⋃
{vw}

9: end if
10: end if
11: end for
12: end for
13: end for
14: // The second stage, find the overlapping nodes
15: for each PNS[i] ∈ PNS do
16: ONSi ← Φ
17: OCi ← DCi

18: for each vu ∈ PNS[i] do
19: if F (DCi, vu) > 0 then
20: OCi ← OCi

⋃
{vu}

21: ONSi ← ONSi

⋃
{vu}

22: end if
23: end for
24: end for
25: return OC

2. Judge the community potential node: O(nd), where d is the average degree of
nodes in the network;

3. Judge the overlapping node: O(n′d), where n′ is the number of potential nodes
and n′ << n.

The time complexity is O(km) + O(nd) + O(n′d), taking into account that in
many real networks k, n′ and d are much less than n, m has the linear relationship
with n, therefore, the overall time complexity of ONS-OCD is O(m) or O(n).

4 EXPERIMENTS

This section compares the performance of ONS-OCD with COPRA [19], LFM [16],
CFinder (The implementation version of CPM algorithm) [33] and OCDBIDC [30],
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where COPRA, LFM and CFinder are representative algorithms which detect over-
lapping communities directly and they are all widely accepted. So we compare these
algorithms with the algorithm proposed in this paper. OCDBIDC and ONS-OCD
belong to the same kind of algorithms which detect overlapping communities based
on the disjoint community structure. We design this group contrast experiment to
verify the performance of the proposed algorithm in this kind of algorithm.

All the simulations are carried out in a desktop PC with Intel R© CoreTM i5-2400
3.1 GHz processor and 4 GB memory under Windows 7 OS. We implement LFM,
ONS-OCD and OCDBIDC in Microsoft Visual Studio 2010 environment using C++.
Other algorithms are realized with Java language.

4.1 Experimental Data

1) LFR Benchmark Networks. LFR benchmark networks [34, 35] are currently
the most commonly used synthetic networks in community detection, including
the following parameters. N is the number of nodes; avgk is the average degree
of nodes in the network; maxk is the maximum degree of nodes; minc is the
number of nodes that the minimum community contains; maxc is the number
of nodes that the biggest community contains; mu is a mixed parameter, which
is the probability of nodes connected with nodes of external community. The
greater mu is, the more difficult it is to detect the community structure; om
is the number of memberships of the overlapping nodes and on represents the
number of overlapping nodes. We can generate different types of networks by
setting different values of these parameters.

2) Real Networks. We also make experiments on eight well known real networks,
including Zachary’s karate club networks (Karate), Dolphins social networks
(Dolphins), American political books networks (Polbooks), American College
Football networks (Football), and so on. The detailed information of each net-
work is shown in Table 1.

Network ID Network Name Number of Nodes Number of Edges References

R1 Karate 34 78 [36]
R2 Dolphins 62 159 [36]
R3 Political Books 105 441 [36]
R4 Football 115 613 [36]
R5 Email 1 133 5 451 [37]
R6 Political Blogs 1 490 19 090 [36]
R7 Netscience 1 589 2 742 [38]
R8 PGP 10 680 24 316 [37]

Table 1. The information of real networks
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4.2 Evaluation Criteria

1) Normalized Mutual Information (NMI). For LFR benchmark network, we
use normalized mutual information (NMI) [18] as the evaluation criteria to com-
pare results of different algorithms, since the groundtruth of the community
structure has already been known.

Assuming the true community collection of the network is C, the membership of
node i can be considered as a binary array of |C| entries. If node i is present in
the kth community, (xi)k = 1, otherwise (xi)k = 0. We can regard the kth entry
of this array as the realization of a random variable Xk, whose probability distri-
bution is P (Xk = 1) = Nk/N , P (Xk = 0) = 1−Nk/N , where Nk is the number
of nodes in the kth community and N is the number of nodes in the networks.
The same holds for random variable Yl associated to the lth community of the
community detection result C ′. We can define the conditional entropy to infer
Xk given a certain Yl, H(Xk|Yl) = H(Xk, Yl) − H(Yl). In particular, we can
define the conditional entropy of Xk with respect to all the components of Y .

H(Xk|Y ) = min
l∈{1,2,...,|C′|}

H(Xk|Yl). (5)

The definition of the normalized conditional entropy of X with respect to Y is
in Equation (6).

H(X|Y ) =
1

|C|
∑
k

H(Xk|Y )

H(Xk)
. (6)

The expression for H(Y |X) can be determined in the same way. So, the nor-
malized mutual information (NMI) is finally defined as Equation (7).

NMI(X|Y ) = 1− [H(X|Y ) + H(Y |X)]/2. (7)

The large NMI value indicates that the community detection result is good, and
vice versa.

2) F-Measure. For overlapping community detection algorithms, the ability of
identifying overlapping nodes in the network is an important aspect to measure
the performance of these algorithms. F-Measure [21] is one of the most important
criteria which are widely used to measure the accuracy of algorithms in the
field of machine learning. So we use F-Measure to compare the overlapping
nodes detecting ability of ONS-OCD and OCDBIDC. The calculation formula
of F-Measure is shown as Equation (8).

F-Measure =
2× Precision× Recall

Precision + Recall
(8)

where Precision indicates the ratio of the correct number of detected overlap-
ping nodes to the total number of detected overlapping nodes (ond). Recall is
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calculated by dividing the correct number of detected overlapping nodes by the
total number of overlapping nodes (on) in the network.

The larger F-Measure value is the better the detected overlapping nodes are [39].

3) Overlapping modularity. As the true community structure of most real net-
works is unknown, we use the overlapping modularity (EQ) [7] as the evaluation
criteria. It is calculated by Equation (9).

EQ =
1

2m

K∑
i=1

∑
u,v∈Ci

1

OvOu

(
Auv −

dudv
2m

)
(9)

where m represents the number of edges in the network; A is the adjacency
matrix of the network; if node u and node v are directly connected, Auv = 1,
otherwise, Auv = 0; du and dv respectively denote the degree of node u and
node v. Ou and Ov respectively denote the number of communities which node u
and node v belong to.

The larger EQ value is the better the result of community detection is [40].

4.3 Experimental Comparison on Synthetic Networks

We use four groups of synthetic networks to evaluate the effectiveness of ONS-OCD.
The details of these networks are shown in Table 2. All the networks share the
common parameters of N = 1 000, avgk = 15, maxk = 50 and om = 2. Each group
contains six networks with on ranging from 0 to 500 and they also share parameters
minc, maxc and mu. The community size minc, maxc are set to 10, 50 and 20, 100,
respectively, implying small community networks and large community networks;
mu is set to 0.1 and 0.3, respectively representing low and high hybrid network.

Network ID N avgk maxk minc maxc mu om on

S1 1 000 15 50 10 50 0.1 5 0-500
S2 1 000 15 50 10 50 0.3 5 0-500
S3 1 000 15 50 20 100 0.1 5 0-500
S4 1 000 15 50 20 100 0.3 5 0-500

Table 2. The information of four groups of LFR networks

1) The Comparison of Overlapping Nodes Detection. First, in the case of
the ideal high quality input, we compare the overlapping nodes detection ability
of ONS-OCD and OCDBIDC. We do experiments on the four groups of LFR
networks (S1 ∼ S4) and choose one of the real labels of all the nodes as the
input. Figure 2 depicts the results of ONS-OCD and OCDBIDC on four groups
of LFR benchmark networks. The abscissa represents the number of overlapping
nodes from 100 to 500, and the ordinate is the F-Measure of the results.
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a) The F-Measure result on S1 b) The F-Measure result on S2

c) The F-Measure result on S3 d) The F-Measure result on S4

Figure 2. The overlapping nodes detecting results of the two algorithms on LFR bench-
mark networks

From Figure 2, it is observed that the results of the proposed algorithm are better
than OCDBIDC in all these four group networks. And in the networks with
different number of overlapping nodes, the overlapping nodes selection ability of
ONS-OCD is basically unchanged. The overlapping nodes in the network can be
well detected by ONS-OCD. In the contrast, OCDBIDC has very poor ability to
detect overlapping nodes in the network with small number of overlapping nodes.
When there are 100 overlapping nodes in the network, the F-Measure value of
the result detected by OCDBIDC is less than 0.1. The ability of OCDBIDC
to detect the overlapping nodes improves with the increase of the number of
overlapping nodes in the network, but it is still worse than ONS-OCD.

2) The Comparison of Overlapping Community Detection. Label propaga-
tion algorithm (LPA) [12] is one of the fastest community detection algorithms,
with nearly linear time complexity. The algorithm is simple and does not need
any parameter, thus receiving quite a lot of attention from numerous scholars.
So we use the community detection result of LPA as the input information to
ONS-OCD and OCDBIDC. Three classical overlapping community detection
algorithms (COPRA, LFM and CFinder) are added in this comparison. The
parameters of the algorithms are set as follows: in COPRA v is varied from 2
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to 10 with a step size of 1; in LFM is set from 0.8 to 1.6 with a step size of 0.1;
the parameter k in CFinder is initially set to 3 and increased by a step size of
1 up to 8; the parameter r of OCDBIDC is ranging from 0.1 to 1 and increased
by a step size of 0.1. Each algorithm obtains different results under different
parameters, and the best results of NMI are selected as the final result.

a) The NMI result on S1 b) The NMI result on S2

c) The NMI result on S3 d) The NMI result on S4

Figure 3. The overlapping community detecting results of the five algorithms on LFR
benchmark networks

From these four group experimental results in Figure 3 it can be seen that in
most cases, the overlapping community detection results obtained by the algorithm
proposed in this paper are similar to other traditional overlapping community de-
tection algorithms. The NMI of experimental results of all five algorithms on these
four group networks decreases with the increasing number of overlapping nodes.
Some traditional overlapping community detection algorithms failed to detect the
overlapping community structure of the networks with too many overlapping nodes.
Such as the NMI of COPRA in the second and the fourth group of networks is zero
when on is larger than 400 and 300, respectively, while the results obtained by the
proposed algorithm are optimal in most of these networks. From the experimental
results on the third group of networks, it can be seen that COPRA is better than
ONS-OCD and OCDBIDC when the number of overlapping nodes is less than 300.
This is because the results of LPA on these networks are not satisfactory, which
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shows that the initial input of disjoint community structure has great influence on
these two algorithms. In summary, the experimental results on these four groups
of networks show that ONS-OCD can get good results of overlapping community
structure in most cases, but it is affected by the initial disjoint community input.

4.4 Experimental Comparison on Real Networks

We still use the result of LPA as the input of ONS-OCD and OCDBIDC. The
parameters of the algorithms are set as follows: in COPRA v is varied from 2 to
10 with a step size of 1; in LFM is set from 0.8 to 1.6 with a step size of 0.1; the
parameter k in CFinder is initially set to 3 and increased by a step size of 1 up to 8;
the parameter r of OCDBIDC is ranging from 0.1 to 1 and increased by a step size
of 0.1. For the five algorithms, the maximum EQ from each result under different
parameters is selected as the final result. Table 3 shows the experimental results
on the eight real networks, and for every instance, the best EQ and efficiency are
presented in boldface.

Network ID
EQ

COPRA LFM CFinder ONS-OCD OCDBIDC

R1 0.370 0.374 0.186 0.733 0.581
R2 0.204 0.436 0.361 0.730 0.732
R3 0.444 0.494 0.437 0.826 0.821
R4 0.583 0.566 0.548 0.633 0.620
R5 0.519 0.309 0.265 0.650 0.632
R6 0.765 0.748 0.758 0.809 0.804
R7 0.426 0.188 – 0.913 0.905
R8 0.780 0.622 0.389 0.811 0.818

Table 3. The comparison of results on real networks

It can be seen from Table 3 that in the all real networks besides R2 (Dolphins)
and R8 (PGP), the overlapping modularity of ONS-OCD is higher than those of the
other four algorithms. The results of ONS-OCD on R2 (Dolphins) and R8 (PGP)
are only second to OCDBIDC algorithm. Overall, the quality of the overlapping
communities detected by ONS-OCD on the real networks is superior to several other
algorithms.

4.5 Instance Analysis

The nodes of Dolphins are divided into two regions by a straight line in Figure 4,
which represents the real division of the network. Figure 4 a) shows the community
structure of Dolphins detected by LPA and Figure 4 b) is the overlapping community
detection result of ONS-OCD on Dolphins. LPA algorithm divides the Dolphins data
set into four communities (marked as community a, b, c and d) with different colors.
It divides one of the real Dolphins communities into three. In Figure 4 b), five
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a) The result of LPA on Dolphins

b) The overlapping community detection result of ONS-OCD

Figure 4. The community detection result on Dolphins

overlapping nodes (SN4, MN60, SN100, Zap and Oscar) with two or three kinds of
colors are found on the basis of the result in Figure 4 a) by ONS-OCD. As can be seen
in Figure 4, these nodes are closely connected between two or three communities.
Node SN4 has seven adjacent nodes in the community b, which is obviously more
than that in the community a which SN4 belongs to in Figure 4 a). So ONS-OCD
identifies SN4 as the overlapping nodes. In summary, we can see that ONS-OCD
can well identify overlapping nodes closely connected between communities.
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5 CONCLUSION

In this paper, we have presented a novel overlapping node selection method to
extend disjoint community structure to overlapping communities (ONS-OCD). This
algorithm takes the high quality disjoint community structure as the input. Firstly,
it uses the node similarity based on the heuristic DFS encoding to get the potential
members of each community. Then the potential members of every community are
analyzed, and the influence of the nodes on the community is calculated. Finally, the
final overlapping nodes are obtained based on the node influence on communities.
Since it does not need to analyze all the nodes in the network and further reduces
the detection scope of overlapping nodes by the selection of potential members, it
can improve the efficiency of the algorithm.

Through experiments on various synthetic networks and real networks, ONS-
OCD is compared with three representative overlapping community detection algo-
rithms (COPRA, CFinder and LFM) and OCDBIDC which also detects overlapping
communities based on disjoint community structure. The results show that ONS-
OCD has some advantages in the quality of community detection on the synthetic
networks and real networks. In summary, ONS-OCD can identify overlapping nodes
very well to get the high quality of the overlapping community structure.
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