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Abstract. The problem of measuring similarity between sentences is crucial for
many applications in Natural Language Processing (NLP). Most of the proposed
approaches depend on similarity of words in sentences. This research considers se-
mantic relations between words in calculating sentence similarity. This paper uses
Discourse Representation Structure (DRS) of natural language sentences to mea-
sure similarity. DRS captures the structure and semantic information of sentences.
Moreover, the estimation of similarity between sentences depends on semantic cov-
erage of relations of the first sentence in the other sentence. Experiments show that
exploiting structural information achieves better results than traditional word-to-
word approaches. Moreover, the proposed method outperforms similar approaches
on a standard benchmark dataset.
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1 INTRODUCTION

Natural language processing has gained the focus of research especially after the
explosion of data expressed in natural languages. Moreover, the wide use of so-
cial media and the need to analyze this data makes natural language tasks crucial.
Measuring the similarity between natural language sentences is located at the core
of many tasks to process natural language data. For instance, many approaches
such as text classification, summarization, question answering, semantic search, and
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plagiarism checking depend on sentence similarity [24, 33, 34]. Accuracy of calcula-
tion of sentences similarity affects these applications. Consequently, the problem of
measuring the sentence similarity has got a lot of focus.

Measuring similarity between natural language sentences means estimating the
degree of semantic relatedness between these sentences. The solutions for the prob-
lem of measuring sentence similarity still need improvement to accurately assess
the similarity. Most of the previously proposed approaches depend on words of
sentences. However, a sentence does not contain words only. Semantic relations
between words are important components of a sentence.

Deep learning techniques that achieved good results in computer vision are also
used in sentence similarity task. Word semantic representation is generated using
deep learning techniques [20]. In this representation similar words have close vectors
in the representation space. These numerical vector representations, normally of 300
length, for words, are used to get semantic similarity of sentences [21, 4].

Discourse Representation Theory (DRT) is a framework for representing the
meaning of natural language sentences in a formal semantic approach [11]. DRT
uses mental representation, which is DRS, to handle the meaning across sentence
boundaries. DRT is used to implement language understanding systems [5]. DRS,
which is used in DRT, consists of two main components: a set of discourse referents
and a set of conditions. Consider this sentence “A woman walks. She smokes.” This
sentence can be represented in DRS as shown in Figure 1. The first line contains
the set of referents (x and y). The other part is the set of conditions upon these
referents.

Figure 1. DRS representation for the sentence “A woman walks. She smokes.”

This paper proposes a new approach for measuring sentence similarity. The pro-
posed approach extracts semantic relations between words. Based on the similarity
of semantic relations in sentences the similarity is calculated.

The main contribution of this work is calculating sentence structural similarity
based on the semantic representation DRS that captures semantic and structural
information of sentences. Unlike the traditional word-to-word approach, the pro-
posed approach considers semantic relations between words in measuring similarity.
Moreover, the proposed approach uses word embeddings to calculate the similarity
between words.

The proposed approach is tested using standard datasets. Li2006 dataset [8]
which is widely used in the evaluation of sentence similarity approaches is used to
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evaluate the proposed approach. Moreover, MSRP dataset [3] which is used for para-
phrase detection is also used to evaluate the performance of the proposed method.
Experiments show that using DRS in sentence similarity improves measuring simi-
larity.

The rest of this paper is organized as follows. Section 2 mentions the related
work. Section 3 explains the proposed approach. A detailed example to get the
similarity between two sentences is shown in Section 4. Section 5 describes the
experiments and discusses the results. Finally, Section 5 concludes the presented
work.

2 RELATED WORK

Different approaches have been proposed to calculate sentence similarity. Some
of these approaches are string-based that consider the sentence as a sequence of
characters. The similarity between two sequences of characters is assessed using
string similarity methods such as q-grams [22] and Levenshtein distance [15].

Moreover, some approaches depend on word similarity to measure sentence sim-
ilarity. These approaches consider the sentence as a set of words. WordNet [18],
which is a lexical database for the English language, is widely used to find simi-
larity between words. However, many approaches depend on analyzing big corpora
to capture the semantics of words based on co-occurrences of words [24]. Latent
Semantic Analysis (LSA) is one of the approaches that statistically analyzes big
corpora to generate word semantic representation in a vector. Cosine similarity
between these vectors measures the semantic similarity between words. Some ap-
proaches combine both methods (WordNet and corpus analyzing) to find similarity
between sentences [25, 1].

The approaches for sentence similarity can be classified into three main classes:
word-to-word based similarity, vector-based similarity, and structure-based app-
roach [26]. In the word-to-word approach, the sentence similarity is calculated
based on the similarity between the words in sentences. The second category
depends on converting sentences to vectors that capture the semantic features of
these sentences. Sentence similarity is calculated based on the similarity between
these vectors. The third class of the approaches that measure sentence similarity is
structure-based which exploits the structural information of sentences to calculate
similarity.

Kenter and de Rijke in [21] propose an approach for measuring sentence sim-
ilarity based on word embedding. They used word representation generated from
deep learning to measure word similarity. Different pre-trained word vectors are
used to measure sentence similarity. In addition to using word embeddings, TF-
IDF weighting schema is used to consider word importance in the sentence. This
approach is considered a word-to-word based approach. However, this approach
ignores structural information of sentences. The structure of a sentence reveals
important information that helps in the similarity measure.
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Abdalgader and Skabar proposed to use word sense disambiguation and synonym
expansion to improve sentence similarity [12]. Firstly, the sentences are processed
and the meaning of the words are determined. A union vector for both sentences is
constructed by finding the union of both sets of words. Additionally, the original set
of words of each sentence is expanded by synonyms of the words belonging to this
set. A vector representation for each sentence is constructed by finding the similarity
between words in the union vector and words of that sentence vector. Finally, the
cosine similarity between the two vectors is calculated as the semantic similarity
between the two sentences. Although good results have been achieved using this
approach, it needs external resources such as WordNet which is not available for all
languages in high accuracy.

Some approaches combine different word similarity methods to calculate sen-
tence similarity. For example, Li et al. in [25] proposed an approach to measure
sentence similarity based on semantic net and corpus statistics. They computed se-
mantic similarity between words based on a lexical database, which captures human
knowledge, and based on a statistically analyzed corpus. In addition, word order
similarity is calculated to measure order similarity for common words. A similar
approach has been proposed by Pawar and Mago [1]. They combined WordNet and
corpus analysis measures to assess sentence similarity. However, these approaches
do not use structure information of sentences. In addition, external resources are
needed to compute the similarity. The measured similarity depends on the accuracy
of the used resources.

On the other hand, vector-based approaches generate vector representation for
sentences and calculate similarity between these vectors. Skip-Thought [13] is a neu-
ral network model designed to train sentences and get vector representation that
captures features of sentences. This model is similar to the skip-gram model that
is used to get word vector representation. The idea is that similar sentences have
similar features and close vectors. This model is used for sentence similarity sys-
tems. The input to their system is the words’ vectors of sentences and the output
is sentence vectors. These vectors are used to calculate sentence similarity.

Lee et al. in [14] introduced structure-based method to calculate sentence simi-
larity. They extract grammar links from sentences and construct a grammar matrix
in which rows represent links in the smaller (in length) sentence and columns rep-
resent links of the other sentence. Moreover, WordNet [18] is used to measure the
similarity between words. The final similarity is calculated based on the constructed
grammar matrix. Although this approach exploits lexical relations between words,
it ignores semantic relations between words. Semantic relations are more helpful to
assess semantic similarity between sentences.

Paraphrase detection is one task that is very related to sentence similarity. Re-
cently Ferreira et al. proposed an approach for identifying paraphrases [27]. Their
approach depends on extracting features and classifying a pair of sentences based
on the extracted features. The extracted features are calculated based on lexi-
cal similarity, syntactic similarity, and semantic similarity. Lan and Xu proposed
a learning-based approach that used sub-word level representation to detect para-
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phrases [35]. However, these approaches can be used in paraphrase detection and
do not assign a similarity value for a sentence pair. Moreover, these approaches do
need labeled data.

Figure 2. Proposed system architecture

3 SENTENCES SIMILARITY

A lot of NLP applications, such as social media analysis, question answering, and
plagiarism, depend on sentence similarity. Consequently, the accuracy of measuring
relatedness between sentences is a crucial task for many applications. The pro-
posed approach exploits structure information in DRS representation of sentences
to improve measuring sentence similarity. The input to the proposed system is two
sentences and the output is a similarity value between 0 and 1.

As shown in Figure 2, calculating structural similarity between two sentences
contains three steps. The first is generating DRS graphs for the inputted sentences.
The second step is constructing a relation similarity matrix and the final step is
calculating the structural similarity based on the relation matrix.

Structural information of a sentence helps to assess the sentence similarity [23].
Moreover combining structural similarity and word-based similarity improves the
assessed similarity between sentences. As the first step for calculating structural
similarity, each sentence is parsed and the output is passed to a semantic analyzer
which outputs DRS graph representation equivalent to the sentence. Based on DRS
graph representation of the sentences, a graph matching technique is used to measure
the similarity between the two sentences. The following sub-sections explain the
details of these steps.

3.1 Generation of Discourse Representation Structure

In order to get the structure of a sentence, a parser is used and semantic relations
between words are extracted. A sentence semantic graph is constructed based on
extracted relations. In this graph nodes represent words and edges represent se-
mantic relations between words. The structural similarity of sentences is calculated
based on the constructed graphs. In this paper, C & C parser [28] is used to parse
sentences. In addition, the Boxer system [9] is used to get the semantic relations
between sentence entities.
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C & C parser contains many taggers such as Part Of Speech (POS) tagger and
CCG supertagger. These taggers are highly efficient [9]. In addition, C & C con-
tains Name Entity Recognizer which can determine ten different types of entities
(organization, location, person, email, URL, first name, surname, title, quotation,
and unknown name). C & C parser tags the words in a sentence with POS from
the Penn treebank [17]. Then it builds sentence structure based on Combinatorial
Categorial Grammar (CCG) paradigm. The output of the parsing is a syntax tree
in which each node has POS tag, lemma, and name entity tag.

Based on the output of C & C parser, the Boxer system builds semantic repre-
sentation for a sentence. The Boxer is a free software for analyzing text semantically.
It depends on CCG and C & C parser to generate Discourse Representation Struc-
ture (DRS) for sentence text. DRS represents natural language text semantically.
DRS captures the semantic of text and models it into related entities. DRS can
be converted to other semantic formats such as first-order-logic [2]. The proposed
approach uses semantic relations in DRS to calculate sentence similarity.

For example, consider these sentences: S1 = “The boy who kills the snake is
strong.” and S2 = “The boy is injured by a snake.” The output of the Boxer system
for these sentences is shown in Table 1. The DRS representation contains the words
in sentences and the relations between words. For example the relation theme in S1

connects the words kills and snake. Table 2 shows relations of both sentences.
Based on the output of the Boxer system, a semantic graph representation for

the sentence is generated. Figure 3 shows the graph representation for the sentence
S1 = “The boy who kills a snake is strong.” This graph captures the structure
information of the sentence. Semantic relatedness between sentences is measured
based on the generated graphs. Table 2 shows relations of DRS representation in
both sentences.

Figure 3. Sentence graph representation

3.2 DRS Graph Based Similarity

There are different techniques for solving graph matching problem. Graph matching
is used in many applications in different fields [16]. For example, graph matching is
used for measuring the similarity between documents [10]. In this paper structural
sentence similarity is measured using sentences graphs. Based on the generated DRS
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S1 = “The boy who kills the snake is strong.” S2 = “The boy is injured by a snake.”

k3 attribute c6:strong:0 0 [ ]
k3 concept c0:boy:0 0 [ ]
k3 concept c2:snake:0 0 [ ]
k3 event c3:kill:0 0 [ ]
k3 referent k3:e1 0 [ ]
k3 referent k3:s1 0 [ ]
k3 relation c1:equality 0 [ ]
k3 role c5:theme:1 0 [ ]
k3 role c7:experiencer:1 0 [ ]
k3 role c4:agent:-1 0 [ ]
k3 referent k3:x1 1 [ The ]
c0:boy:0 instance k3:x1 2 [ boy ]
k3 referent k3:x2 1 [ who ]
c3:kill:0 instance k3:e1 1 [ kills ]
k3 referent k3:x3 1 [ the ]
c2:snake:0 instance k3:x3 2 [ snake ]
k3 surface k3:s1 2 [ is ]
k3:s1 main k3 1 [ ]
c6:strong:0 arg k3:s1 3 [ strong ]
c1:equality int k3:x1 3 [ ]
c1:equality ext k3:x2 0 [ ]
c5:theme:1 int k3:e1 2 [ ]
c5:theme:1 ext k3:x3 0 [ ]
c7:experiencer:1 int k3:s1 1 [ ]
c7:experiencer:1 ext k3:x1 0 [ ]
c4:agent:-1 int k3:x2 2 [ ]
c4:agent:-1 ext k3:e1 0 [ ]

k3 attribute c4:strong:0 0 [ ]
k3 concept c0:man:0 0 [ ]
k3 concept c5:snake:0 0 [ ]
k3 event c1:kill:0 0 [ ]
k3 referent k3:e1 0 [ ]
k3 referent k3:s1 0 [ ]
k3 role c2:theme:1 0 [ ]
k3 role c3:experiencer:-1 0 [ ]
k3 role c6:agent:1 0 [ ]
k3 referent k3:x1 1 [ The ]
c0:man:0 instance k3:x1 2 [ man ]
k3 surface k3:e1 2 [ is ]
k3:e1 main k3 1 [ ]
c1:kill:0 instance k3:e1 3 [ killed ]
k3 referent k3:x2 2 [ a ]
c4:strong:0 arg k3:s1 1 [ strong ]
c5:snake:0 instance k3:x2 4 [ snake ]
c2:theme:1 int k3:e1 1 [ ]
c2:theme:1 ext k3:x1 0 [ ]
c3:experiencer:-1 int k3:x2 3 [ ]
c3:experiencer:-1 ext k3:s1 0 [ ]
c6:agent:1 int k3:e1 4 [ ]
c6:agent:1 ext k3:x2 1 [ by ]

Table 1. DRS representation generated from Boxer system: (on left) DRS representation
for sentence S1 and (on right) DRS for sentence S2

graphs for sentences, a relation matrix is constructed. Rows of this matrix represent
relations of the first graph and columns represent relations of the second graph. Cell
i, j in the matrix is filled with similarity value between relation i belonging to the
first sentence and relation j belonging to the second sentence. Structural sentence
similarity is calculated from this matrix.

3.2.1 Relation Similarity

As shown in Table 1, each relation has a name and links between the interior word
and the exterior word. The similarity value between two relations is calculated in
three steps:

Measuring the similarity between names of relations. The proposed ap-
proach distinguishes between the case when both relations have the same name



Measuring Sentences Similarity Based on Discourse Representation Structure 471

S1 = “The boy who kills the snake is strong.” S2 = “The boy is injured by a snake.”

boy→ equality→ who
kills→ theme→ snake
strong→ experiencer→ boy
who→ agent→ kills

killed→ theme→ man
snake→ experiencer→ strong
killed→ agent→ snake

Table 2. Relations of sentence S1 and relations of sentence S2 according to DRS repre-
sentation

and the case when both relations have different names. The similarity value in
the first case is higher than in the second case. If both relations have the same
name the similarity value is 1. Otherwise the similarity value will be 0.7. This
value has been assigned based on a tuning experiment using Li2006 dataset [8].
This value is working for every dataset.

Measuring similarity between interior nodes. Word embeddings [20] are used
to calculate the similarity between interiors words of both relations. Word vec-
tors which are trained on part of Google News1 is used to get the word vector.
The cosine similarity between words’ vectors is calculated as the similarity be-
tween these words. In addition, word expansion is used to improve the word
similarity measure. Two lists of words are obtained from the two words using
expansion. The max similarity between these two lists is chosen as the similarity
between the two words.

Measuring similarity between exterior nodes. Word embeddings are also used
to find similarity between exterior words.

The following equation is used to calculate the similarity between two relations
R1 and R2.

RelSim(R1, R2) =
Sim(IR1, IR2) + Sim(ER1, ER2)

2
∗ NameSim(R1, R2). (1)

Sim(IR1, IR2) is the similarity between interior word of R1 and interior word of R2.
NameSim assesses similarity between names of relations.

For example, the similarity between theme relation in S1 and theme relation in
S2 is calculated as follows:

• Similarity between names of relations is 1.

• Similarity between interior nodes: the interior word for theme relation in S1 is
kills and interior word for theme relation in S2 is killed . Sim(kills ,Killed) is
0.94.

• Similarity between exterior nodes: Sim(snake,man) is 0.08.

The final similarity between these relations is calculated according to Equation (1).

1 This data set is publicly available at https://code.google.com/archive/p/

word2vec/

https://code.google.com/archive/p/word2vec/
https://code.google.com/archive/p/word2vec/
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3.2.2 Word Expansion

The proposed approach uses word expansion when measuring the similarity between
two words. A word can be considered an expansion to another if there is an equality
relation between them. For example, in Figure 3 the word boy can be used as
expansion to the word who. When measuring the similarity between a word w1 and
another w2, the proposed approach gets a list of words equal to w1 and a list of
words equal to w2. The similarity between all words in the two lists is calculated
and the max similarity is selected to represent the similarity between w1 and w2.

3.2.3 Calculating Structural Similarity

The proposed approach calculates the structural similarity by guessing to what ex-
tent the relations of sentence S1 are covered by sentence S2. This can be calculated
based on the constructed matrix. In order to measure coverage of a relation belong-
ing to the first sentence in the second sentence, the maximum similarity between this
relation and all relations in the second sentence is selected. The structural similarity
between S1 and S2 is calculated as follows:

Simst(S1, S2) =

∑n
i maxSim(Ri, S2) ∗WRi∑n

i WRi

(2)

where n is the number of relations in S1 and WRi is the weight for the relation Ri.
The weight of relations is used to reflect the importance of different relations accord-
ing to its effect on the sentence meaning. Since the generated relations are limited,
a fixed weight is assigned to each relation (Table 3). Common semantic roles have
a high weight. Relations such as agent and theme have higher weights than other
relations.

Relation Name Weight

agent 8

theme 8

experiencer 6

is 4

in 3

other relations 1

Table 3. Weights for relations

4 EXPERIMENTS

The proposed approach has been implemented and tested against standard datasets
to prove its effectiveness. The implemented system takes two sentences in natural
language as input and measures the similarity between them. The output value
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R & G Human Li Islam Pawar Omiotis Grammar Farouk Proposed
Number Assess- 2006 [7] [1] [6] Based [4] Approach

ment [25] [14]

1 0.01 0.33 0.06 0.023 0.11 0.22 0.104 0.121

5 0.005 0.29 0.11 0.07 0.10 0.06 0.12 0.161

9 0.005 0.21 0.07 0.015 0.10 0.35 0.087 0.067

13 0.108 0.53 0.16 0.292 0.30 0.32 0.204 0.207

17 0.048 0.36 0.26 0.366 0.30 0.41 0.246 0.317

21 0.043 0.51 0.16 0.231 0.24 0.44 0.276 0.178

25 0.065 0.55 0.33 0.279 0.30 0.07 0.30 0.271

29 0.013 0.34 0.12 0.133 0.11 0.20 0.243 0.188

33 0.145 0.59 0.29 0.762 0.49 0.07 0.244 0.423

37 0.13 0.44 0.2 0.10 0.11 0.07 0.218 0.276

41 0.28 0.43 0.09 0.045 0.11 0.02 0.264 0.203

47 0.35 0.72 0.3 0.161 0.22 0.25 0.332 0.283

48 0.355 0.64 0.34 0.54 0.53 0.79 0.386 0.317

49 0.29 0.74 0.15 0.299 0.57 0.38 0.397 0.288

50 0.47 0.69 0.49 0.253 0.55 0.07 0.175 0.378

51 0.14 0.65 0.28 0.302 0.52 0.39 0.133 0.303

52 0.485 0.49 0.32 0.842 0.6 0.84 0.428 0.387

53 0.483 0.39 0.44 0.89 0.5 0.18 0.382 0.433

54 0.36 0.52 0.41 0.783 0.43 0.32 0.286 0.24

55 0.405 0.55 0.19 0.315 0.43 0.38 0.243 0.402

56 0.59 0.76 0.47 0.977 0.93 0.62 0.489 0.521

57 0.63 0.7 0.26 0.477 0.61 0.82 0.318 0.359

58 0.59 0.75 0.51 0.892 0.74 0.94 0.388 0.496

59 0.86 1 0.94 0.856 1 1 0.889 0.80

60 0.58 0.66 0.60 0.898 0.93 0.89 0.549 0.484

61 0.52 0.66 0.29 0.934 0.35 0.08 0.265 0.339

62 0.77 0.73 0.51 1 0.73 0.94 0.594 0.46

63 0.56 0.64 0.52 0.7 0.79 0.95 0.367 0.525

64 0.955 1 0.93 0.873 0.93 1 0.876 0.85

65 0.65 0.83 0.65 0.854 0.82 – 0.578 0.597

Table 4. Results of the proposed approach and other approaches using Li2006 dataset

of the implemented system is between 0 to 1 (0 means no similarity and 1 means
completely similar). In order to show the impact of using DRS of sentences, the
proposed system is compared to other systems using standard datasets.

4.1 Li2006 Dataset

A short text semantic similarity benchmark dataset [8] is used to evaluate the pro-
posed system. It is one of the widely used datasets in sentence similarity evalu-
ation [25, 14, 7]. Originally, this dataset was created by Rubenstein and Goode-



474 M. Farouk

Method Pearson Correlation Spearman Correlation

Li 2006 0.815 0.812

Islam 0.846 0.83

Pawar 0.781 0.823

Omiotis 0.857 0.889

Grammar based 0.714 0.639

word embedding 0.852 0.81

proposed approach 0.872 0.894

Table 5. Comparison between the proposed method and other methods

nough to measure word similarity [19]. The original dataset contains 65 pairs of
words. Li et al. [25] added the definition of each word using the Collins Cobuild
dictionary to use this dataset in sentence similarity. These 65 pairs of sentences
are manually graded by 32 English native speakers according to the similarity de-
gree.

The proposed system has been fed with pairs of sentences from Li2006 dataset.
For each pair of sentences a similarity degree is returned. Table 4 shows the results
of the proposed system along with other previously proposed systems. The results
are shown in Table 4 for a subset of the selected benchmark. This subset contains
30 pairs of sentences selected carefully to cover different similarity ranges [14]. The
proposed system is compared with classic approaches that do not use labeled data
such as word-to-word or structure-based approaches. The results of Li approach [25],
STS Meth [7] which integrates different word similarity methods, Pawar [1] which
combines WordNet and corpus analysis to measure sentences similarity, Omiotis
system [6] which is a new measure of semantic relatedness between texts, are in-
cluded in Table 4. In addition, a similar approach to the proposed system which
uses grammar-based similarity technique [14] is also included in the comparison.
Moreover, results of Farouk’s approach [4] which uses word embeddings in measur-
ing the similarity are also included in Table 4. The Pearson correlation coefficient
is calculated between each system results and human rating. Equation (3) is used
to calculate the correlation between the human rating and the proposed system.

r =
n
∑n

i xiyi −
∑n

i xi

∑n
i yi√

n
∑n

i x
2
i − (

∑n
i xi)2

√
n
∑n

i y
2
i − (

∑n
i yi)

2
(3)

where n is the number of sentence pairs, x is the similarity value of the proposed
approach and y is human similarity value. The proposed approach has achieved the
best results comparing to other systems in Table 4. The proposed system achieved
0.872 Pearson correlation with human similarity.

In addition, Spearman correlation is calculated to show the relationship be-
tween the results of different systems and human measured similarity. Equation (4)
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explains how to calculate Spearman correlation.

rs = 1− 6
∑n

i Di

n3 − n2
(4)

where n is the number of samples and D is the difference between the human as-
sessment and the system assessment. As shown in Table 5, the proposed system
achieves the best results among all other systems.

Figure 4. Results of the proposed system comparing to human raters

Figure 4 shows the achieved results comparing to human results in the Li2006
dataset. After calculating the average assessment of all human participants, Pear-
son correlation is calculated between the average assessment and each individual
human assessment. As shown in Figure 4, the worst correlation between all partici-
pants is 0.594. The proposed approach achieves better than the mean of all human
participants.

4.2 MSRP Dataset

Microsoft Research Paraphrase dataset [3] is widely used to evaluate sentence simi-
larity techniques. It contains more than 5 000 pairs of sentences. It was partitioned
into two sets. The first set contains around 4 200 pairs of sentences and is used as
a training set. The other set contains around 1 700 pairs of sentences and is used
for testing. Each pair is labeled by 1 (paraphrased) or 0 (not paraphrased). In our
experiment the testing set is used to test the proposed approach.

In this experiment the proposed approach calculates the similarity between each
pair of sentences and assigns a value between 0 and 1. A threshold value should be
used to convert the calculated similarity value to 0 or 1. If the calculated similarity
value is above the threshold, this pair is considered as the paraphrases. Different
threshold values have been used previously in the literature. Omiotis approach used
0.2 as a threshold value [6], and 0.5 is used by Achananuparp in [32]. A tuning
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experiment using hill-climbing algorithm [33] on MSRP training dataset determined
that 0.45 is the threshold value for the proposed approach.

Metric Accuracy Precision Recall F-measure

Islam 72.64 74.65 89.13 81.25

Omiotis 69.97 70.78 93.40 80.52

grammar based 71.02 73.90 91.07 81.59

Farouk 71.6 76.2 83.3 79.6

proposed approach 70.46 72.34 89.30 79.93

Table 6. Results of the proposed approach and other approaches using MSRP dataset

Table 6 shows the achieved results and other approaches results in the MSRP
dataset. Although the results of the proposed system are not the best, these results
are comparable to other systems.

4.3 Results and Discussion

The experiments show that measuring similarity based on structural information
of sentences gives better results than the traditional word-to-word approach. The
proposed approach which uses C & C parser and the Boxer system to generate DRS
representation for sentences outperforms other systems in Pearson correlation and
spearman correlation measures.

However, the proposed approach achieves 70 % accuracy on the MSRP dataset.
The results of MSRP dataset are not very good such as Li2006 dataset. This is
because the proposed approach depends on the structure of sentences. The better
structure of sentences the better performance of the proposed system. The first
dataset (Li2006) is derived from a dictionary which means its sentences are well-
structured. Consequently, the proposed approach achieves good results. However,
the second dataset (MSRP) is derived from news sources on the web. This may
explain the results of the second experiment.

Although the proposed approach outperforms other classic approaches in Li2006
dataset, it is sensitive to sentence structure. The performance of the proposed system
will not be in the same high level with data that loose structure such as twitter
messages. Moreover, DRS representation can be generated for many languages
such as French [29], Chinese [30]. The proposed approach can be applied to other
languages if DRS representation can be generated for that language.

5 CONCLUSION

The problem of finding the similarity between natural language sentences is im-
portant for many applications. Moreover, the structure of a sentence can reveal
important information that helps in measuring sentence similarity. The proposed
approach exploits structural information to calculate sentence similarity.
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The proposed approach uses C & C parser and the Boxer system to generate
DRS representation for sentences. This semantic representation captures the rela-
tions between words. Sentence similarity calculated based on the similarity between
relations in both sentences. Moreover, word embedding is used to measure the sim-
ilarity between words of relations. Experiments using standard datasets show the
effectiveness of the proposed approach. The proposed approach performs well espe-
cially in case of well-structured sentences. Moreover, the proposed system achieves
0.872 Pearson correlation with human similarity. The proposed system outperforms
other classical systems that depend on word-to-word and structure-based similarity.
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