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Today, as we expect the appearance of the first supercomputer with exascale ca-
pabilities, some tough questions remain to be solved. A main challenge of the
upcoming exascale era will appear around the ability to process extremely large
datasets of several peta- and exabytes effectively and efficiently. This needs to be
addressed with new management and architectural approaches, focusing on modu-
lar, integrated and light-weight solutions, which enable end-users across all scientific
domains to utilize these future supercomputing systems. This special issue gives an
overview on approaches focusing of these challenges and exacting applications, re-
quiring exascale-ready compute and data services.

In their paper Bobák et al. [2] present an exascale reference architecture as
a layered framework to overcome exascale challenges, developed within the PRO-
CESS project1. Their modular and service-oriented approach enables low-overhead

1 www.process-project.eu

www.process-project.eu


618 D. Kranzlmüller, M. Höb

usage of the underlying HPC, cloud or accelerated-based infrastructure, completely
abstracted to end-users and simplifying the configuration, deployment and data-
handling process.

Data management will be a major part of this work – the building block of
any successful ecosystems. All services about processing multiple sources of dis-
tributed data must be smart, since more and more data sets are geographically
spread across also various administrative domains. Cushing et al. [5] propose a scal-
able, programmable and easy to deploy data infrastructure supporting data-intensive
applications.

Together with data management, future systems need to implement efficient
deployment and computing services. Meizner et al. [10] detail their scalable com-
puting platform, enabling complex workflow deployments on heterogeneous systems.
Their evaluation includes data intensive applications, showing the ability of the ap-
proach. One of those applications is based on observation data from the LOFAR
radio telescope. Madougou et al. [9] describe their simple point-and-click-reduction
of the complex workflow to compute calibrated sky maps out of the LOFAR obser-
vations. This workflow relies on efficient data movement and makes use of the data
infrastructure presented above.

Based on extremely large digital images of tumor tissue, histopathology evolved
to a computational and storage demanding application. Graziani et al. [7] present
a modular, containerized pipeline for the detection of tumor regions in digital spec-
imens of breast lymph nodes with deep learning models. The three independent
layers of this pipeline were evaluated on different computing resources accessible
through the services described in [5] and [10].

Having a much deeper dive into HPC systems, supercomputers face not only
efficiency challenges across different systems, but also inside single clusters. Par-
allel applications demand efficient distributed memory access to achieve large-scale
performance. To decrease the complexity of implementing scientific applications,
Gschwandtner et al. [8] propose a programming interface with the ease of shared
memory programming models.

As Data analysis gains more importance as more data is available while to-
day’s systems are capable of processing more data. This can be seen not only on
HPC clusters, but also on cloud resources. To assist end-users building scientific,
cloud-based data analytic pipelines, Baranowski et al. [3] present the Cookery frame-
work.

Bystrov et al. [4] investigate the performance of haemodynamic flow computa-
tions on a cloud infrastructure, focusing on the parallel performance analysis, energy
consumption and virtualization overhead of the software service based on the AN-
SYS Fluent platform. Such evaluations are crucial to guarantee an efficient overall
system usage and enable other domains to execute their applications also on such
large-scale systems.

One such application is the calculation of the Levenshtein distance between two
strings like the DNA, which was known as a sequential-only application. To make
use of the ecosystem presented before, it requires a scalable parallel implementation.
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Sadiq and Yousaf [6] introduce a distributed, parallel algorithm to calculate the
Levenshtein distance.

Combining all these software and middleware oriented approaches, it is manda-
tory to consider the actual hardware resources available. Berberich et al. [1] provide
an overview on the European HPC landscape and introduce a pan-European HPC
portal collecting all information and facilitate access to the portfolio of services
offered across Europe.

The collection of papers presented in this special issue provides some valuable
solutions for using the future exascale supercomputers effectively and efficiently.
However, at the same time, many aspects are useful on smaller systems as well and
demonstrate the utilization of today’s technology, such as for example containers,
for applications in science and research. It is clear that the exascale threshold is
a merely artificial construct. The true challenge stems from the ever increasing com-
putational performance, and the necessity of scaling applications efficiently. Under
this perspective, the tools and applications presented here demonstrate what is pos-
sible with today’s technology, and even more, and the mindset needed to utilize the
supercomputing systems tomorrow.
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