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Abstract. With the increasing amount of data the importance of data analysis
in various scientific domains has grown. A large amount of the scientific data has
shifted to cloud based storage. The cloud offers storage and computation power.
The Cookery framework is a tool developed to build scientific applications using
cloud services. In this paper we present the Cookery systems and how they can be
used to authenticate and use standard online third party services to easily create
data analytic pipelines. Cookery framework is not limited to work with standard
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web services; it can also integrate and work with the emerging AWS Lambda which
is part of a new computing paradigm, collectively, known as serverless computing.
The combination of AWS Lambda and Cookery, which makes it possible for users in
many scientific domains, who do not have any program experience, to create data
processing pipelines using cloud services in a short time.

Keywords: Function-as-a-service (FaaS), serverless computing, AWS Lambda, do-
main specific languages (DSL)

1 INTRODUCTION

Cloud computing is getting a more and more prominent factor in life. People use
cloud services every day, sometimes without even knowing. Cloud services come in
a variety types like storage services, computation services, video streaming services
and much more. Dropbox [1] and Google Drive [2] are well-known examples of cloud
storage services that are widely used, with Dropbox claiming to have 600 million
users in 2020 [3]. On the other side, more people tend to use cloud services for busi-
ness purposes. Using cloud services, it is easier to collaborate across geographically
distributed locations. In the Harvard Business Review: Cloud Computing Comes of
Age [4], it is stated that cloud software greatly reduces the implementation time and
it does not need a big up-front investment. It is also stated that a cloud provider
could have an application up and running in five weeks, contrary to the 18 months
that it would take according to the IT-business. On the other hand, the same
review also shows that security of these cloud services is still the biggest barrier.
For a number of potential cloud service users from various scientific disciplines like
life sciences, health research, humanities, social sciences, environmental science, or
earth science taking advantage of these cloud services has become more difficult and
complex due to the many programming languages available and the documentations
that accompany the APIs (Application Programming Interfaces) being rather tech-
nical. Besides not all scientists can afford to setup their own server; hence the cloud
approach provides a very cost effective solution. They can buy some computing
time or storage somewhere in the cloud, which will be cheaper at the beginning as
opposed to buying a server. However, running a service on cloud resources comes
with some additional problems. There is a need to build a software infrastructure
to handle all the requests your application will receive. This is a long and tedious
job that not everybody can do. In order to make programming using cloud services
easier, Cookery has been developed in the context of Ph.D. research work at the
University of Amsterdam [6].

Cookery framework allows users to develop applications that can connect fea-
tures of multiple cloud service providers together. The Cookery approach is focused
on programming distributed systems through a domain specific language. This
approach is similar in terms of functionality to IFTTT (If This Then That) [5].
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IFTTT is a web-based service that allows its users to create chains of conditional
statements [25]. These chains contain triggers from cloud services that can invoke
actions in other cloud services. Thus, IFTTT can be used to automate a web-
application task. It will be useful to have the ability to extract, combine and exploit
the best features of their favorite online services. With this ability users can de-
velop applications that can automate their tasks, extend usability or simply give
the user easier access to their data. In order to achieve this goal, a proof of concept
will be developed in which the Cookery architecture is designed for optimal com-
bination of functionalities of multiple cloud service providers. Important features
of this architecture are the cloud service provider APIs, a server to handle authen-
tication, Jupyter Notebook for user interaction and of course the Cookery kernel
implementations itself.

Cookery enables scientists to combine multiple cloud applications in an easy way.
On top of that, Cookery uses its own Domain Specific Language (DSL) to make it
more accessible for users without any programming experience. The Cookery system
comes with a couple handy features to make using cloud application seamless and
easy to use, among interesting:

1. Cookery is integrated with the Jupyter notebook,
2. it implements the OAuth 2.0 protocol for a convenient authorization, and
3. it supports the use of AWS Lambda functions.

2 COOKERY

Cookery is a framework to make programming with other cloud applications easy [6].
Cookery makes it possible to combine cloud services using a high-level language.
This high-level language, or Cookery language, has the same syntax as English,
which makes it possible for users without any programming experience to easily
create applications pipeline. A closer look at Cookery shows that it is actually
composed of three layers, which can be seen in Figure 1.

• The first layer (Layer 1) is used by a user to create Cookery applications using the
Cookery DSL language. In this layer data processing pipeline can be defined and
modified, in this paper we will refer to the data processing tasks as “activities”.
This is the highest abstraction level, which requires the least programming skills.

• The second layer (Layer 2) is for developers and, as opposed to the previous layer,
this layer makes use of the Cookery Domain Specific Language (DSL). Layer 2
is used for defining and modifying actions, subjects and conditions. This layer
abstracts the infrastructure details from application domain programmers.

• The third and last layer (Layer 3) is the Cookery backend and is also intended
for developers. At this level, developers can implement protocols, which are for
the activities and data, and communication with execution environments. This
is the most lower layer offered by the Cookery framework.
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Programming a Cookery layer is composed of simple statements called activ-
ities that will be executed by the framework. These activities consist of other
elements, namely variables, actions, subjects and conditions. These elements all
have their own role within the Cookery language. Variables are optional. They
help to keep track of results of activities that could be referenced later using the
labels; this feature helps to create data flows. An action refers to its implemen-
tation in the Cookery DSL and it represents remote operations. Subjects rep-
resent the input or output of an application, also known as remote data. They
can, for example, be used for retrieving data from a cloud service. Both ac-
tions and subjects can be followed by arguments and both implementations are
divided between all three levels. Conditions are used with keywords, like if or
with, to separate them from the rest of an activity. Those are routines defined
in Cookery DSL and are meant to transform data before it is passed to an action.
This data can be retrieved in different ways, including from a remote location in
a subject or from a variable. Layer 2 helps to develop the Cookery DSL, which
allows Layer 1 users to use appropriate actions, subjects and conditions (Cook-
ery elements). These elements all consist of a name, a regular expression and
a Python routine. Cookery comes with a toolkit in order to make things easy.
The toolkit enables a user to execute Cookery applications, generate new projects
and evaluate expressions. More details about the Cookery language can be found
in [6].

Figure 1. User roles and layers in Cookery [6]. The first layer is for developing appli-
cations, with Cookery language, the second layer is for defining actions, subjects and
conditions using the Cookery DSL and the third layer is the back-end where protocols are
implemented.

It can also provide more sophisticated features as code completion and trans-
formation of rich objects (e.g., graphs). For languages that have Python bindings
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(such as Cookery) the implementation of a kernel is much simplified using a ker-
nel wrapper [26] which reuses the kernel machinery in IPython to create new ker-
nels.

In the next subsection we present how Cookery systems implement the authen-
tication and enable the use of AWS Lambda functions.

2.1 Authentication

Because Cookery Layer 1 users create data pipelines that can connect features of
multiple cloud service providers together, these services often require third party
access and involve payment. One of the main principles behind Cookery is that
the user of Cookery application pays for its execution, not the application devel-
oper. While it makes a fair model for ensuring application reusability, it requires
addressing a non-trivial issue of providing someone’s resources to already exist-
ing application. Among the commonly used authentication methods OAuth 2.0 is
one of the best option to enable third party access. The OAuth protocol provides
a generic framework to let a resource owner authorize a third party that wants
to access to its resources [14]. The widely used OAuth protocol is not yet fully
without flows [15], however it does provide the user with the best combination of
convenience and safety. OAuth does not expose the user to third party root access-
right threats, and keeps the user in control over granted permissions. At the same
time it brings a very convenient experience to the user because a minimal action
from the end-users is required. Cookery takes a role of an OAuth client, it re-
quests authorization from remote services and stores granted token for future use.
A token is a cryptographically signed piece of text that is handed by the service
to the client. Any future client to service communication can be done with the
token. The service validates the token on requests which authorizes the service
call. These limited time token can be given by the user to third party services so
that they can access your resources on your behalf. The user and the service can
decide to revoke the token thus blocking third party access. It can be successfully
used in very different use-cases presented in Section 3. We decided not to make
OAuth an essential nor required part of Cookery; it can be optionally used by layer
3 developers. Figure 2 shows how Cookery achieves OAuth authentication, Jupyter
Notebook interacts with programming languages through the kernel. It acts as a
middleman; it executes code given by Jupyter Notebook (provided by a user), ex-
ecutes it and handles results by transforming it to the form required by the target
service.

2.2 Serverless Computing – AWS Lambda

Amazon Lambda is a service that provides serverless application deployment, many
cloud service providers such as Google Cloud Functions [27] and Azure Functions [28]
have FaaS in their portfolio. However, due to the programming language limitations
of the other two (Google to JavaScript and Microsoft to JavaScript, C#, F#, and
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Figure 2. In this diagram of OAuth protocol flow [4], Cookery plays a role of a client
regardless how it is deployed (Jupyter notebook, local script or on serverless com-
puting platform such as Amazon Lambda). Resource owner can be understood as
Cookery user while, from technical perspective, Resource owner can be the same en-
tity as Authorization server. This, in turn, is a cloud service provider such as
Google Cloud, Amazon AWS, etc. – usually sharing the same API as Resource
Server.

scripting options: PHP, Bash, Batch, and PowerShell) we decided to experiment
first with Amazon Lambda with Python 3.6. Our aim is to provide IFTTT [2]
inspired functionality:

1. Deploy Cookery applications to Amazon Lambda with a single command. De-
ployment requires gathering all application sources including Cookery applica-
tion, Cookery framework sources and all its dependencies within one zip file and
upload it together with Lambda function specification (more details are given
in Section 2).

2. Allow specifying periodic invocations. Periodic invocations require a trigger.
Amazon Lambda supports several ways of triggering Lambda functions, we chose
to use Amazon Cloud Watch Events [8]. It allows scheduling Lambda invocations
with an arbitrary interval (more details are given in Section 2).

3. Enable connections to third-party cloud services. In order to enable connection
to third-party cloud services, Cookery application has to be authenticated. If
Cookery is used in an interactive mode – after invoking the code, user waits
for results – all the missing authorization can be asked on demand. In case of
serverless deployment, there are two components that have to be authenticated
at different time:

• Amazon Lambda service for application in order to deploy Cookery applica-
tion in Amazon Lambda.

• Protocols used in Cookery application during application execution on Ama-
zon Lambda.
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2.3 Scheduling

We will use AWS CloudWatch to schedule AWS Lambda functions, by creating
rules. The scheduling function needs fewer parameters than the deployment func-
tion, which makes it easier to implement. A user will need to specify the period with
which the function needs to be invoked. This period consists of a number and a pe-
riod specifier like minutes, hours or days. Cookery adds some constraints to make it
easier to work with a period. On top of that Cookery can also easily check if a rule
already exists. The Cookery interface for scheduling Lambda functions first checks
the given period and, with the rule name, checks whether this rule already exists.
When this is the case, it just adds the Lambda function as a target to the rule.
Because AWS regulates a limit of 5 targets per rule and a maximum of 100 rules,
it is always possible to add every Lambda function to a rule. Cookery has to ex-
plicitly add permission for the rule to invoke the Lambda function; otherwise AWS
will give an error. To add permission, the name of the rule is needed to acquire its
ARN. A simple Cookery API Call allows the users to deploy and schedule a Lambda
function using one API call, as shown in Listing 1.

cookery deploy
−−function name=...
−−file name=...
−−handler=...
−−every=... COOKERY PROJECT PATH

Options:
−−function name TEXT Name of the Function
−−file name TEXT Name of the file where the handler function can be found,
−−handler TEXT name of the handler function
−−every TEXT the interval to invoke the function m like 1,m, 1hm or 1d,
−−help show this message and exit

Listing 1. Cookery command line API Call to deploy and schedule AWS Lambda functions

3 APPLICATION

To illustrate how Cookery authenticate to remote services, we will use a very simple
proof of concept use case which consists in implementing a GitHub monitor that
takes a repository property (in this case commits) and monitors it for changes (Fig-
ure 3). Whenever a change is detected, it triggers an action (email notification).
The proof of concept application works with the Jupyter notebook, which is a web
application itself. With this proof of concept application users can easily automate
a GitHub related notification process.

The access to the repository is achieved by the implementation of an OAuth
authentication, which is explained in detail in Figure 2. This implementation gives
the user a convenient and secure authentication process. The monitoring works
via periodic calls by a recursive function. This function compares the newest
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Figure 3. Scheme of the proof of the concept application GitHub monitor. The complete
code implementing the GitHub monitor in GitHub [30]

commit with the latest monitored commit. If there is a difference between these
two commits, an action is triggered. Because of the interval base of the moni-
toring mechanism, it could happen that two commits are made in one interval.
When this happens only one notification gets send. The chance of this happening
can be reduced by decreasing the interval. However, this will increase the server
load.

Another variant of the GitHub monitor has been implemented using AWS Lam-
bda [10]. This version of GitHub monitor application makes use of the GitHub
REST API to get all the information while being authenticated with a GitHub
personal access token. The scopes of this token can be configured by the user,
like giving access to all private repositories, but not being able to delete them
or to change user data. Making authenticated requests gives the opportunity to
send 5 000 requests per hour to the API, while making unauthenticated requests
only gives us 60 requests per hour. This program first checks if the authenticated
user has access to the given repository. This is done by sending a request using
Python library urllib. The request is also needed to authenticate to GitHub by
adding a header with the personal access token to it, which can be seen in List-
ing 2.

cookerydef
make request (url):

request = urllib.request.Request(url)
request.add header(”Authorization”, ”token”+github token)
response = urllib.request.urlopen(request)
data = response.read().decode(”utf−8” )
return data

Listing 2. The function to make requests to GitHub with authentication using urllib

Implementation of the GitHub monitor with using AWS Lambda functions. The
complete code implementing the GitHub monitor using AWS Lambda is available
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cookery deploy
−− function name = ”github monitor”
−− file name = ”github monitor”
−− handler = ”github monitor.handle”
−− every = 5mn ”https://github.com/mikolajb/cookerylambda/blob/master/

github monitor/github monitor.py”

Listing 3. Cookery call to deploy and schedule the GitHub monitor AWS Lambda
Function

in GitHub [31]. When a GET request is sent to https://api.github.com/user/
repos, a response in JSON format is sent back, which can easily be deserialized
to a Python object, containing the list of accessible repositories. This way we can
examine every repository and check if the target repository is among them. A second
more specific request is send to get the list of all the commits, sorted by time, with
the last commit first. In the response, we can see how many additions and deletions
are made, and what the changes are in every file. This information will then be
put into the body of an email, which is sent with Gmail using the Python SMTP
library. The authentication of Gmail is done with an application key, just like with
GitHub.

As mentioned before, the Lambda functions are stateless and terminate after
5 minutes. This means that we cannot use any variables after termination, except
when we save them to a database or communicate them back. The way the GitHub
monitor works is thus the simplest. We have the same problem with giving the
repository to check. This information will be lost after termination and needs to
be given every time the function gets invoked. This is where the environmental
variables come in. They can be given to a Lambda function as key-value pair
and they will be the same for every invocation when deployed. This makes it also
possible to reuse the GitHub monitor to check another repository, without changing
the code.

3.1 Finding Life Trends Using Data Analysis in Cookery

The use case shows how to create a data pipeline in Cookery [11]. The use case is
about analyzing Gmail in order to visualize life trends. As pointed out in Section 2,
Cookery framework offers a separation between the creating of general function by
developers (Layer 2) and the creation of user-specific programs by the end-user
(Layer 1). The layers reduce the amount of code that the end-user has to write, but
still allow flexibility. Layer 1 is where the end-user will be interacting. The user will
combine already defined activities to create a Cookery program. The use case aims
to create in Cookery a data processing pipeline similar to Stephen Wolfram “The
Personal Analytics of My Life” [12]. In our case the personal analytics is limited to
analyzing the emails of one of the authors. The data analytics pipeline combines
a number of online services providing the initial data Gmail service, and Google

https://api.github.com/user/repos
https://api.github.com/user/repos
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analytics service. A visual representation of the data flow for the project is shown in
Figure 4. This means that Cookery and the data pipeline within the need to handle
data from multiple sources, some of which need to be stored to a file or be kept in
the program memory, and give visual results back to the user.

Figure 4. Finding life trends using data analysis in the Cookery data processing pipeline
which is composed of two third-party services (Gmail, Google analytics)

The data pipeline can be broken into three steps:

1. The authentication step using OAuth protocol (Figure 4 – C): The first step is
to register the application at Google in order to obtain the credentials. After
the registration, it is possible to download the “client secret”, which is stored on
client side; this part is similar to the previous case using the GitHub monitor.
Now that the application is known at the OAuth authentication server, we can
start writing code to interact with the servers. In this case the application is
limited to read emails and access the prediction API. The credentials are stored,
so this verification needs to be done only once. Unless the scopes get changed,
the credentials expire or the user retracts the permission.

2. The retrieval of individual emails from the server (Figure 4 – E): In this phase,
it is possible to specify the characteristics of the request to read the emails,
an example could be the label “INBOX” or “SENT”. In the list of arguments
of the request are the IDs of individual messages that were sent, which can be
retrieved by their ID. For the purpose of this example, we are interested in the
body of the email, the time and the date and the list of recipients, which are
formatted as “Alias – Email address” and grouped by their address field (TO,
CC, BCC).

3. Implement the machine learning API (Figure 4 – F): This was done in a similar
way as with the Gmail API. We focused on the pre-trained models of the API.
These models are used to analyze and predict the language of the emails. Google
made the models based on their data set. A body of a message is sent to the
servers, analyzed and returned to the Cookery system. The possible outcomes
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of the semantics analysis are positive, negative or neutral. The text of each
email is categorized as either English, Spanish or French. The complete code
implementing the data analysis workflow for the email analysis case is available
in GitHub. The user can specify how many months of email they would like to
analyze. All the incoming and outgoing emails are analyzed. For the incoming
emails we are only looking at the date and time and the number of emails. For
the outgoing emails we are interested in the date and time, the participants,
number of emails, semantics and languages. All this information was stored as
an object per email in a dictionary.

After Cookery finished analyzing emails, we visualized the dictionary of analyzed
emails. The visualization was done outside Cookery using Matplotlib [13]. The plot
is based on the last six month of author’s personal emails which contain 470 outgoing
and 1 200 incoming messages. The results based on the time stamp of the email and
the number of emails are shown in Figure 5 a), and the results of the sentiment
analysis are in Figure 5 b).

4 RELATED WORK

This research is focused on the combination of multiple systems; it has a lot of
similarity with IFTTT (If This Then That) [14]. IFTTT is a web-based service
that allows its users to create chains of conditional statements. These chains con-
tain triggers from cloud services that can invoke actions in other cloud services.
Thus, IFTTT can be used to automate web-application tasks. Examples are up-
loading photos to Dropbox that were received by email or automatically uploading
the same content to multiple social media streams. IFTTT is focused on simplic-
ity and therefore only supports one trigger action pair. Other IFTTT alternatives
Zapier [16], and Microsoft Flow [17] differ from that approach and offer support for
longer chains of trigger/actions pairs. Apart from offering longer chains, Zapier and
Microsoft Flow use the same concept for workflow automation as IFTTT. Cook-
ery differs from these services by its ability to implement any data transformation,
because it can be extended with all the functionalities that Python has to offer.

In the article “Serverless Computation with OpenLambda” [18] the authors show
that we have reached a new stage in the sharing model with FaaS. Technology has
progressed from only sharing the hardware, which is done with virtual machines like
VMWare, sharing the hardware and the operating system, as seen with containers
like Docker, to sharing the runtime of a system. The handler is started in a con-
tainer, which can only be used by the handler itself. Although multiple containers
run in the same run-time, communication between containers is not possible. Other
functions would then be able to intercept your functions and gain access to valuable
information. On the other hand, a user will have to recognize some places where per-
formance issues can arise. The readiness latency, the time it takes to start, restart
or resume a container, can have consequences for the overall performance [18]. And
there are more like the number of containers per memory (container density), pack-
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a) Number of emails per day

b) Sentiment of the last 470 emails sent

Figure 5. Outcome of the sentiment analysis of the inbox of the email account of one of
the authors

age support, cookies and sessions. A study has compared the cost, performance and
response time of different implementation architectures such as monolithic architec-
ture, micro-service architecture operated by the cloud customer and micro-service
operated by AWS Lambda. With the micro-service architecture a developer will try
to develop an application as a suite of small services [19], which all run their own pro-
cess. The results of this study show that a micro-service operated by AWS Lambda
is up to 77.08 % cheaper per million requests than the other two methods, while
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the response times are faster than the cloud customer operated micro-service archi-
tecture and about the same as the monolithic architecture [20]. There are multiple
online platforms that offer FaaS. Some examples are Google Cloud Function [21],
Microsoft Azure, AWS Lambda and IBM OpenWhisk [22]. AWS Lambda is chosen
for this project, because it is the only one to offer the service in combination with
Python.

5 CONCLUSIONS AND FUTURE WORK

The goal of the Cookery framework is to enable scientists with little programming
background to define a data analysis pipeline and execute it on online services pro-
vided by multiple cloud providers. To achieve this goal Cookery had to simplify
process of the authentication and authorization, allowing the users to focus only on
creating the data processing pipeline. In this paper, we described extension to the
Cookery systems that allow for connections with cloud services using the OAuth 2.0
protocol. We used the “life trends” example to demonstrate how to create a data
processing pipeline in Cookery using online services namely the Gmail service, and
Google analytics. When developing the “life trends” example using cloud services,
the only limitations we faced were related to the fact that we used a free version of
the Google analytics, the machine learning API has a “User rate limit”, which might
have an impact on the performance of the time critical data processing pipeline. In
the “life trends” example, we only made use of services from a single service provider
namely Google.

Our next goal is to build data processing pipeline using service from different
providers like AWS Amazon and Microsoft Azure. The first step toward this goal
is described in the paper; we have developed an extension to use AWS Lambda
services. In the future Cookery will be extended with more services from different
cloud providers, to create a broader framework and to enable more developers to
create applications. For example, an interesting extension would be with AWS
DynamoDB [23] or AWS RDS (Relational Database Service) [24] to make it easier
to create and manage databases using Cookery. When we combine databases with
the functions of AWS Lambda, we can create more complicated applications and
deploy them using Cookery. This also means that the toolkit of Cookery can be
extended with more services and functionalities in future projects.

An important extension, we are currently investigating as a potential easy to de-
velop light web application is the recently established Function-as-a-Service (FaaS).
In the FaaS approach a user only runs a function on an external server. This is also
called serverless computing, because you do not need a server for your application
anymore. You basically have the function running on a server in the cloud. A user
of the application provides the input and the function returns the output. This
makes it possible for smaller businesses to develop their own application without
buying servers. Developers also do not need a system administrator to maintain the
servers, they do not need to write a complete infrastructure that can scale with the
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demands of the applications and they do not need to handle all the administration.
So basically, applications can scale up rapidly without needing to start new servers.

Inline with the FaaS concept we are looking at integrating this work with the
idea of micro-infrastructures [29]. A micro-infrastructure is a dedicated network of
application specific containers that are hosted on Kubernetes clusters. The con-
tainers expose functionality as FaaS so it is a natural coupling with Cookery. The
added benefit of a micro-infrastructure is to define your own complex routines, pack-
age them in containers and expose them as FaaS. These can be placed closer to the
data, in cases where the data is not on the public cloud but on HPC resources.

This can be developed further into a full-stack approach. An ecosystem of de-
velopment tools would be used to capture isolated functionality at each level of the
technical stack. The orchestration of the entire stack, composed of these isolated
functionalities, can then be expressed using the DSL. Including, but not limited to,
setting up (private) networks, data transfers, running compute routines in the cloud
or on HPC clusters, and invoking remote web services. In the spirit of Cookery,
each tool would provide a different abstraction level, and targets a specific level
of the technical stack and/or user role. This will not only make the life easier of
the scientists, operating at the highest level of the stack, but also supports efforts
by engineers at the underlying levels of the stack. The low to non-existing cou-
pling between isolated functionalities also facilitates reusability and maintainability.
Moreover, functionality can easily be swapped out for a different version or an al-
ternative implementation. To ensure the valid coherence of a application, composed
of isolated functionality, the DSL can be extended with a type system. The type
system will validate the application composition before it is executed, identifying
interoperability issues at compile time. This prevents unnecessary costs, i.e. devel-
opment time and resource usage expenses, caused by running invalid applications.
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