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Abstract. Commercial banks are facing increasingly complex enterprise loan cus-
tomers and businesses. It is important for banks’ enterprise loan business to ef-
ficiently assess credit risks. Our study builds an enterprise credit risk assessment
model based on the state and constraint of bank and customer, and get empirical
researches with RF, SVM and DT algorithms. The results show that our model has
excellent performance with accuracy 99% and great characteristic importance in
the evaluation of enterprise credit risk. The study can provide important decision-
making reference for bank loan business and enrich the theoretical system of bank
credit risk research.
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1 INTRODUCTION

As it is universally acknowledged that commercial loan is the core source of bank
profit and takes the most important position in banking business. However, in re-
cent years, the non-performing loan ratio of commercial banks has been constantly
on the rise. Taking China as an example, according to the announcement of China
Banking Regulatory Commission in August 2020, the non-performing loan ratio
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of China’s commercial banks has risen to 1.94%, with an increase of 7.2% over
last year. As one of the core subjects of commercial loans, enterprises have com-
plex market economy network, huge loan amount, increasingly difficult asset quality
management, and high credit risk. Enterprise’s loans are known as the saying “one
loan losses can lose nine loan profits”. At the same time, in the current financial
environment with the integration of Internet and digital technology, the bank’s tra-
ditional business model that used to rely on the expansion of corporate credit scale
to increase profits has squeezed the profit space of banks and accumulated a large
number of customer risks [1]. With the continuous innovation and development of
financial technology and the accumulation of massive customer data information in
the banking industry, it has become one of the most urgent and important tasks for
commercial banks to effectively control risks by means of digital technology based
on the digital transformation of the banking industry driven through big data [2]. It
is of important value for commercial bank credit business development to combine
financial technology and big data of banks to get scientific and efficient evaluation of
enterprise credit risk, which can help bank timely and objective assessment of enter-
prise customers and credit conditions, also provide more powerful decision support
for loan business.

The integration of big data analysis and other new information technologies into
the financial field has triggered a new round of digital reform in the financial indus-
try that attracted a lot of scholars’ interest in the research of corporate loan credit
evaluation. Using the real-time data of bank customers to assess the credit risk
of enterprises through big data analysis [3, 4] and machine learning [5, 6] methods
are also increasingly intensified. At present, relevant researches are mainly carried
out from two aspects. Firstly, based on the in-depth study of enterprise credit risk
assessment model, the evaluation model was constantly improved and optimized by
adding or introducing characteristic factors which affect enterprise credit, so as to
improve the performance effect of assessment. For example, Minnis and Suther-
land added tax and other indicators into the model construction to improve the
effectiveness of the model for predicting corporate default risk [7]. However, too
many characteristic indicators can cause the model to suffer from “dimensional dis-
aster” [8]. In this regard, Tong’s improvements put forward the LSOMAP-RVM
credit model to evaluate the credit risk of domestic listed companies and solve the
high-dimensional problem through algorithm and index fusion [9], but its application
scenario was extremely limited. Only focusing on extraction of feature elements and
optimization of credit model will, to a certain extent, result in all “preferences” of
certain aspects such as enterprise state [10], managerial ability [11] overall industry
characteristics [12] in the evaluation results, and fail to comprehensively evaluate
enterprise credit risk.

Secondly, based on the research on the improvement of enterprise credit risk
assessment methods, some machine learning algorithms were improved to overcome
data and algorithm problems in enterprise credit assessment, such as data imbal-
ance [13] and algorithm stability [14]. For example, Tian et al. built a new fuzzy set
and the most advanced credit risk assessment algorithm model using the kernel-free
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QSSVM basic model to deal with information label error [15]. Bu et al. created
a new mixed information method, using mixed integrated information to predict
enterprise credit risk, and demonstrated its advantages in short-term credit assess-
ment [16]. Huang et al. improved the robustness of the probabilistic neural network
model by determining the dimensions in advance [17]. The research based on the
improvement of evaluation method can solve the data processing problems in the
practice of algorithm evaluation, but the internal relationship mining of enterprise
credit characteristic indexes are not enough.

Both the model optimization and the algorithm improvement in the existing re-
search on enterprise credit risk evaluation focus more on the perspective of financial
market overall credit risk and enterprise financial operation direction of the micro-
cosmic perspective, but pay few attention to the enterprise and the bank individual
state and inherent relationship, which can lead to some specific “bias” and “distor-
tion” for credit evaluation results. Meanwhile it will also result in data structure
problems such as unbalanced data. However, the generation of enterprise credit risk
is not only closely related to the operation state of enterprises, but also correlated
with the operation state and risk control ability of banks [10, 18]. Different from
the previous single enterprise credit evaluation model of customer perspective, this
paper analyzes the internal connection and restriction relationship between banks
and their enterprise customers, and the model of enterprise credit risk evaluation is
constructed based on the respective state and constrains of both bank and enter-
prise, and the SMOTE sampling method is used to overcome the imbalance data.
Then we use the random forests and support vector machine (SVM) algorithms to
evaluate the customer’s credit state of the enterprise. The results show that the
credit evaluation model based on the perspective is of high rationality and credibil-
ity. Compared with other scholar’s researches, our relevant parameters all have 10%
to 20% improvement, and data imbalance problem is solved well. The conclusion of
the study can provide a certain bank loan management decision-making reference,
at the same time enrich research perspectives and research model of enterprise credit
assessment.

The rest of our article is structured as follows. We firstly introduce the algorithm
basis used in our study in Section 2, including three machine learning algorithms
and SMOTE algorithm. Next, based on the bank constraint theory, we construct
a credit risk assessment model from both sides of the bank and the enterprise in
Section 3. Then we get an empirical analysis of our enterprise credit risk assessment
model with three machine learning algorithms and SMOTE algorithm with the data
of a commercial bank in Section 4. Finally, in Section 5, we offer some concluding
remarks.

2 ALGORITHMS BASIS

With the development of bank digital transformation and the generation of massive
data, it has obvious advantages for machine learning algorithms in complex rela-
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tional data analysis [19]. Machine learning can be divided into supervised learning
and unsupervised learning. In this paper, the classification algorithm with super-
vised learning is selected. According to research of Choi et al. about all kinds of
machine learning algorithms [6], meanwhile thinking about the bank and customer
data missing, imbalance and associated features and so on, we finally choose random
forest (RF) and support vector machine (SVM) algorithm, to evaluate the credit risk
of bank corporate loans, and select a decision tree algorithm for supplementary re-
search. The following is a brief introduction of these algorithms.

2.1 Random Forest Algorithm

2.1.1 The Decision Tree

Decision tree, known as classification tree, is the underlying tree structure applied
to random forest algorithm. There are many kinds of decision trees, and the typical
binary CART decision tree is widely used in classification problems. CART decision
trees utilize Gini minimization criteria for feature selection and recursive modeling.
For the training data set D with K categories, CK represents the sample subset of
class K, |CK | and |D| are respectively the size of and D, then the Gini coefficient of
set D is

Gini(D) = 1−K
K∑

K=1

(
|CK |
|D|

)2

. (1)

Suppose the discrete feature A is used to segment the data, thenD is divided intoD1

and D2 according to the value of A

D1 = {D | A = a},
D2 = {D | A ̸= a}.

(2)

Then, under the condition of discrete feature A, Gini index of set D is:

Gini(D) =
|D1|
D

Gini (D1) +
|D2|
D

Gini (D2) . (3)

Gini coefficient represents sample impurity degree, so the attribute with small Gini
index is preferred during tree construction. While the type of attribute is greater
than two, the Gini coefficient will be calculated for each combination of two cate-
gories of classification, and the classification combination that minimizes Gini index
will be automatically selected. When the Gini coefficient of sample sets in nodes is
less than the reference threshold, the number of samples is less than the reference
threshold, or there are no more features, the algorithm converges.

2.1.2 Random Forest

Stochastic forests are essentially integrated learning derived from decision trees,
proposed by Tin Kam Ho of Bell Laboratories in 1955. It works by generating
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multiple single classification trees that can be learned and predicted independently.
The steps to establish each classification tree are as follows:

1. Assuming that the sample set size is N , bootstrap sampling is adopted. N train-
ing samples are random and put back from the sample set to be the training set
without a classification tree.

2. Assuming that the feature dimension of each sample is M , m features are ran-
domly selected from M features as feature subset (m is far less than M), and the
tree is divided from these m features each time, so as to calculate the optimal
splitting mode.

3. Random sampling can ensure that there is no overfitting, so each decision tree
is allowed to grow completely without pruning until it meets the predetermined
requirement.

Random forest is mainly based on bagging thoughts [23], as shown in Figure 1.
Every time there are replacement samples from the population N, about 2/3 of the
samples forming the training set. The remaining one-third of the sample is called
out of bag (OOB), and the OOB is excluded from each tree. Then the OOB error es-
timation model is used to estimate the accuracy and internal error of the prediction.
Since OOB error rate is an unbiased estimate of random forest generalization error,
its junction effect is approximately equal to k-fold cross validation. Therefore, the
random forest does not need to be cross-verified, and at the same time, the model
can be well generalized [24].

Figure 1. Schematic diagram of the Bagging process
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2.2 Support Vector Machine

Support vector machine (SVM) is a machine learning algorithm based on the prin-
ciple of structural risk minimization and statistical theory [25]. It is widely used in
statistical regression and classification problems. For the credit classification prob-
lem of bank corporate customers, SVM has good classification performance and
learning ability, meanwhile it has strong nonlinear approximation ability and can
better overcome dimensional disasters, which can help process bank customer data
very efficiently.

2.2.1 Linear SVN Model

First, choosing the hyperplane of the classifier in the sample space:

wTx+ b = 0. (4)

The distance from any point in the sample space to the hyperplane is:

r =

∣∣wTx+ b
∣∣

||w||
. (5)

Using hyperplane to classify samples:{
wTx+ b ≥ +1, yi = +1,

wTx+ b ≤ −1, yi = −1.
(6)

As shown in Figure 2, the samples are closest to the hyperplane so that the above
equation holds are called support vectors. The sum of the distances from the support
vectors to the hyperplane is the “interval”:

r =
2

||w||
. (7)

To make the maximum interval of the partition hyperplane of the classifier{
minw,b

1
2
||w||2,

yi
(
wTx+ b

)
≥ 1, i = 1, 2, . . . ,m.

(8)

2.2.2 Nonlinear SVM Model

However, many sample spaces are not linearly separable in reality, so a nonlinear
transformation method is needed to transform the problem into a linear separable
problem in the feature space of a certain dimension, so as to train linear support
vector machines in the feature space of a higher dimension.
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Figure 2. Schematic diagram of linear SVM model

The common transformation method is to use kernel function to transform. As
shown in Figure 3, the given data set is shown in the figure on the left, and the
hyperplane is divided into ellipses, which cannot be linearly divided. At this point,
input vectors can be mapped into the high-dimensional feature space by introducing
kernel functions, and be converted into the linear form of the figure on the right, so
as to be converted into the form of linear SVM. Common nonlinear kernel functions
are as follows:

1. Polynomial kernel function

k (xi, xj) =
(
xT
i xj

)d
. (9)

2. Radial basis kernel function

k (xi, xj) = exp

(
||xi − xj||2

2σ2

)
. (10)

3. Sigmoid and functions

k (xi, xj) = tanh
(
βxT

i xj + θ
)
. (11)

2.3 SMOTE Algorithm

Synthetic minority oversampling technique (SMOTE) is an improved scheme based
on random oversampling algorithm. Its basic idea is to analyze minority samples
and artificially synthesize new samples based on minority samples to add to the data
set, which can well solve the problem of over-fitting and low model generalization
resulted from simple random oversampling. The details are shown in Figure 4, and
the algorithm flow is as follows.
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Figure 3. Schematic diagram of non-sexual SVM model

1. For each minority sample P , K nearest neighbor is obtained from the minority
samples around it.

2. A minority class sample Pbour is selected among K nearest neighbors randomly.

3. The composite sample Pnew is obtained by interpolation between P and Pbour,
as shown in Formula (12).

Pnew = P + rand(0, 1)× (Pbour − P ) (12)

where rand(0, 1) is the random number between [0, 1].

Figure 4. Schematic diagram of SMOTE algorithm sampling
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3 THE CONSTRUCTION OF CREDIT RISK ASSESSMENT MODEL
BASED ON STATE-CONSTRAINT

In general, the research on enterprise credit risk assessment focuses more on the
assessment of enterprises as on an independent entity [3, 4, 15, 9], therefore, the
influence of credit risk bearers will be ignored to a certain extent. However, in
fact, the bearing party of credit risk will also affect the credit risk value of relevant
enterprises. For example, when enterprises are faced with loans from banks and
other financial institutions, their risk measurement is inconsistent because banks
have a more complete credit system and solvency [26, 27]. Therefore, the credit
risk of an enterprise is closely related to the enterprise itself, the loan bank and
the whole market industry. Based on the bank constraint theory, this section con-
structs a credit risk assessment model from both sides – from the bank and from
the enterprise side.

The theory of constraints (TOC) [28] was first proposed by Dr. Goldratt in his
optimization production technique (OPT), which requires firms to establish manage-
ment system to identify and eliminate constraints in the process of achieving goals.
TOC emphasizes the importance of treating the enterprise as a system, considering
and dealing with problems from the perspective of overall benefits. The enterprise
credit risk involves not only the enterprise itself, but also the bearers of credit risk
(generally referring to banks or investment companies) and the whole industry, etc.
These factors will jointly act on the formation of enterprise credit risk, forming the
whole integration of enterprise credit risk [27, 29].

The essence of the credit risk management of the bank’s enterprise loan cus-
tomers is to set a series of constraints for the enterprise, so as to reduce the prob-
ability of the loan enterprise to break the promise. For an enterprise, the higher
the constraint force is, the smaller the risk of dishonesty will be. As for enter-
prise constraints, there are generally two aspects: self-constraints and external con-
straints [30]. From the subjective point of view, under the guidance of banks, en-
terprises will form a self-restraint system to restrict the occurrence of dishonest
behaviors, including the loss of credibility at the present stage and the influence of
dishonesty at the future stage, etc. These constraints can restrict enterprises’ will-
ingness of dishonest behaviors to a certain extent [31]. From an objective point of
view, corporate dishonesty is subject to the relevant constraints of external banks,
such as floating interest rate, overdue penalty, etc.

In addition, establishing relevant constraints and the guarantee of constraints
need to depend on the operational state of both parties, and only a good operational
state can ensure the operation of the constraint mechanism [32]. However when an
enterprise is in a poor state of operation, even if it has no intention to break its
promise, it has to break its promise because of its bad enterprise assets state. Of
course, if the bank has a good risk control system, the warning is made in advance
and this may help the enterprise to solve the problem, and the enterprise may still
solve the loan repayment after the recovery.



154 R. Liu, X. Yang, X. Dong, B. Sun

To sum up, according to the research fully based on a domestic commercial bank
loan business and the state-constraint theory, we have integrated the enterprise itself,
risk takers, the overall industry and the environment generated by credit risk into
a complete system. From the perspective of the states and constraints of both the
enterprise and the bank, there are 15 characteristic indicators in 4 aspects selected
from the bank’s corporate loan database to construct a corporate loan credit risk
assessment model, which is shown in Figure 5. The description and interpretation
of the characteristics indicators is in Table 1. The following will introduce the
characteristic indicators of the model.

Figure 5. Credit risk assessment model based on state-constraint

3.1 Characteristic Indicators of Enterprise

3.1.1 Enterprise State

The enterprise state is an index reflecting the viability and operating state of an en-
terprise. The more ideal the state of an enterprise is, the less its credit risk will
be, because “no enterprise wants to deliberately fight against the bank under nor-
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Feature
Dimension

Characteristics
Characteristics
Abbreviation

Characteristics
Description

Label
Customer
Credit

CC
Dichotomous variable
CC ∈ 0, 1

Bank State Bank State BS
Multiple categorical variables
BS ∈ [0, 100]

Contract
Constraint

Flexible
Interest Rate

FIR
Continuous variable
FIR ∈ [0,+∞)

Interest Rate IR
Continuous variable
IR ∈ [0,+∞)

Interest Calculation
Frequency

ICF
Multiple categorical variables
ICF ∈ 0, 1, 2, 3

Penalty Interest Rate PIR
Continuous variable
PIR ∈ [0,+∞)

Guarantee
Constraint

Account of
Guarantee Amount

AGA
Continuous variable
AGA ∈ [0,+∞)

Security Guarantee
Reliability

SGR
Continuous variable
SGR ∈ [0,+∞)

Value of Pledges VP
Continuous variable
VP ∈ [0,+∞)

Enterprise
State

Industry Categories ICF
Multiple categorical variables
CC ∈ 0, 1, 2 · · · 17,

Enterprise Scale ES
Multiple categorical variables
ES ∈ 0, 1, 2, 3

Customer State CS
Multiple categorical variables
CS ∈ 0, 1, 2, 3

Enterprise
credit State

Extension Times ET
Continuous variable
ET ∈ [0,+∞)

Borrow New to
Returnthe Old Times

BNRO
Continuous variable
BNRO ∈ [0,+∞)

Overdue Days OD
Continuous variable
OD ∈ [0,+∞)

Debit Interest State DIS
Dichotomous variable
DIS ∈ 0, 1

Table 1. Description the characteristics indicators of the state-constrained enterprise
credit evaluation model

mal circumstances”. For credit risk assessment, the enterprise state mainly includes
operation state and credit state.

The enterprise state is a comprehensive reflection index to measure the busi-
ness state and financial state of the enterprise. In this paper, it mainly includes
three categories of industries: enterprise scale (ES), customer state (CS) and in-
dustry category (IC). IC means the industry category in which the enterprise is
located, which can reflect the overall market state of the current industry. It cov-
ers 18 main industry categories. ES represents the size of the enterprise and re-
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flects the development state and overall size of the enterprise at the present stage.
It is divided into four grades: large, medium, small and micro. The CS indi-
cates the bank’s assessment of the business state of the enterprise at the present
stage. There are four levels of development, consolidation, adjustment and elimina-
tion.

Enterprise credit state is a comprehensive response index to measure the past
dishonest behavior and credit state of enterprises, mainly including extension times
(ET), Borrow New to Return the Old Times (BNRO), Overdue Days (OD) and
Debit Interest State (DIS). ET is the total number of times in the past that the
loan of the enterprise could not be repaid upon maturity and was approved to ex-
tend the repayment time, which can reflect the dishonest behavior and dishonest
intention of the enterprise in the past. BNRO is the total number of times it fails
to repay the loan on time and applies for a new loan again to repay part or all
of the original loan after the loan is due (including the maturity after the exten-
sion). The larger BNRO is, the higher the credit risk of the company. OD means
the total number of overdue days in the past when the enterprise loan is due and
cannot be repaid on time, which can very cleanly reflect the state and degree of
corporate credit default. DIS means that the company has defaulted or not on
loan interest in the bank in the past, which can reflect the credit risk state of the
company.

3.1.2 Guarantee Constraint

For the loan enterprise, its main constraint is the guarantee constraint in the loan.
Guarantee constraint is the funds and assets paid by enterprises for guarantee when
they draw loans, and it is one of the most important constraints for banks to restrict
the credit loss of enterprises. Loan guarantee generally has the value equal to the
enterprise loan fund, once the enterprise breaks the promise, the bank can collect
the loan guarantee to repay part or the whole loan. Therefore, guarantee constraint
plays an important role in alleviating enterprise credit risk. The guarantee constraint
mainly includes three indexes – the guarantee amount (AGA), security guarantee
reliability (SGR) and value of pledges (VP).

AGA is the total amount of the relevant account connected by the loan ac-
count, which can reflect the financial stability and reliability of the loan account.
The higher the connected amount is, the more reliable the financial constraint of
the loan account will be. SGR is the product of the enterprise security guarantee
coefficient and the total amount of the security guarantee, which can reflect the
security of the guarantee fund and the reliability of the guarantor, and high reli-
ability can effectively restrict the occurrence of misconduct. VP means the total
amount of assets mortgaged to the bank when the enterprise draws a loan, which
can reflect the minimum guarantee of the loan. The existence of collateral can well
restrict the enterprise to break the promise and reduce the risk of the bank’s dead
loan.
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3.2 Characteristic Indicators of Bank

3.2.1 Bank State

Bank state (BS) in our study is the comprehensive evaluation score made by the
head office of bank for each branch in the enterprise loan business, which reflects the
credit evaluation ability, risk control ability and loan recovery ability of the bank
in the enterprise loan business. Banks with a higher state/status of the bank have
better risk control ability and means, and the cost and impact of their dishonesty
is higher when facing such banks. Therefore, the state of the bank can indirectly
affect the credit of the enterprise from the external environmental conditions.

3.2.2 Contract Constraint

For the bank of enterprise loan business, the main constraint it can carry out on
the enterprise is the contract constraint of loan. Contract constraint is the related
constraint of the contract signed by the bank and the enterprise when it grants loans
to enterprises. Contract constraint has explicit legal effect and is of great importance
to the dishonesty of enterprises. Contract constraints mainly include four indicators,
such as flexible interest rate (FIR), interest rate (IR), interest calculation frequency
(ICF) and penalty interest rate (PIR). FIR is the maximum floating interest rate
provided by the bank according to the credit evaluation of the loan enterprise, which
can encourage the enterprise to repay the loan on time and restrain the enterprise’s
dishonest behavior to some extent. IR is the loan interest rate set by the bank when
it lends money to the enterprise. IR with different credit levels is different, so it can
restrain the subsequent influence of the enterprise due to its bad records. ICF is
the frequency of interest calculation agreed by both parties when the bank makes
a loan, and faster frequency is with relative higher interest and faster reimbursement
frequency. PIR means the overdue penalty interest rate that the loan enterprise does
not repay the loan in accordance with the contract. PIR is generally higher than the
contract interest rate, so it can restrain the enterprise from breaking the promise
and generate excess penalty interest.

4 EMPIRICAL ANALYSIS OF ENTERPRISE CREDIT RISK
ASSESSMENT

4.1 Data Source and Data Preprocessing

The research data in our study are from the enterprise-loan database of a commercial
bank in China. After sorting and screening, 1 467 enterprise loan data are obtained,
among which 119 are in default and 1 348 are in normal credit. Then based on the
enterprise credit risk assessment model, the integrated screening was carried out,
and each data obtained contained a total of 16 indicators, and the data set was
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further preprocessed including missing items processing, numerical processing and
standardized processing.

Figure 6. Credit distribution of enterprise customers

As shown in Figure 6 (left), the gap between the data set of default enterprises
and normal enterprises is very large, in this case the unbalanced data problems in
machine learning will affect the learning performance. Comparing with methods of
under-sampling and over-sampling [33], we selected a SMOTE over-sampling algo-
rithm dealing with unbalanced data sets, to obtain the new data set distribution as
shown in Figure 6 on the right. Since the balance coefficient of the data set is lower
than 15, the machine learning performance of the original data set is still reliable,
so the subsequent analysis in this paper adopts two data sets for the comparative
analysis.

4.2 Indicators Correlation Analysis

In this section, we used correlation analysis to test the rationality and correlation
of the selection of indicators for the construction of the enterprise credit risk as-
sessment model based on the state-constraint theory. Because the distribution of
some indicators was unknown and does not show a normal distribution, meanwhile
model included classification indicators, the Spearman rank correlation coefficient
was finally used for the analysis.

As shown in Table 2, in the 15 indicators of the model, all indicators except
the PIR were significantly related to customer credit (CC) at the 95% confidence
level, and 13 indicators were significantly related to CC at the 99% confidence level.
Significant correlation indicates that there is a significant correlation between the
15 indicators selected in the model and the dependent variable CC, which means
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that the model construction is reasonable.

Index Name Case Number Correlation Coefficient Significance (P)

CC 1 467 1.000** 0
BS 1 467 0.393** 0
FIR 1 467 0.075** 0.004
IR 1 467 0.201** 0
ICF 1 467 0.053* 0.042
PIR 1 467 0.006 0.808
AGA 1 467 0.117** 0
SGR 1 467 0.122** 0
VP 1 467 0.094** 0
ICF 1 467 0.194** 0
ES 1 467 0.137** 0
CS 1 467 0.245** 0
ET 1 467 0.230** 0
BNRO 1467 0.279** 0
OD 1 467 0.652** 0
DIS 1 467 0.643** 0

Table 2. Spearman correlation coefficient between each indicator and CC

4.3 Selection of Model Evaluation Indexes

In machine learning, the commonly used indexes include accuracy, precision, recall,
specificity, F1-value, AUC, etc. In our study, the emphasis of enterprise credit
risk assessment is put to accurately identify enterprises with high credit risk, so
as to provide decision-making support for bank enterprise credit. Therefore, we
comprehensively selected four model evaluation indexes, including accuracy, recall
rate, precision and F1-value.

Real Situation Predicted Results

Case Not the Case
Case TP FN
Not the Case FP TN

Table 3. Results of dichotomous problems refer to table

Accuracy. The accuracy rate represents the proportion of all correctly classified
enterprises in all enterprise sampIs caseles, and the value interval is [0, 1]. The
closer to 1 it is, the higher the identification accuracy of enterprise credit risk
assessment is. Its calculation formula is as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
. (13)
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Recall rate. Recall rate means the proportion of enterprises that will be identified
as high credit risk enterprises in the truly high credit risk enterprises, and the
value interval is [0,1]. The closer to 1 it is, the stronger the ability to identify
enterprises with high credit risk is. Its calculation formula is as follows:

Recall =
TP

TP + FN
. (14)

Precision. Precision means the true proportion of all enterprises with high credit
risk identified by the model as high credit risk, and the value interval is [0,1].
The closer to 1 it is, the higher the credibility of the identification result is. Its
calculation formula is as follows:

Precision =
TP

TP + FP
. (15)

F1-value. F1-value is the harmonic average of recall rate and precision, which can
comprehensively reflect the overall effect of recall rate and precision, so it is
often used as the comprehensive evaluation parameter of machine learning. Its
value interval is [0, 1], the closer to 1 it is, the overall performance of the model
is better. Its calculation formula is as follows:

F1 =
2× Recall × Precision

Recall + Precision
. (16)

4.4 Empirical Research Results of Credit Evaluation

In this section, three algorithms including random forest (RF), support vector ma-
chine (SVM) and decision tree (DT) on R language platform are respectively used
to empirically analyze the enterprise credit risk data of banks. Each experiment
contained the original data set and the data set processed by SOMTE. Due to the
sufficient data sample size, in order to improve the test credibility of the model,
the ratio of analysis training set and sample set in RF and SVM is 6:4. In the
DT algorithm, the ten fold cross validation method was used to train and test the
model. The overall experimental results and comparative analysis are shown in
Table 4.

4.4.1 Results of RF-Based Enterprise Credit Assessment Analysis

Regarding the parameter setting of the RF algorithm, the number of decision trees
contained in the random forest was finally set to ntree = 600, and the number of
variables used in the binary tree in the node mtry = 3.

The results are shown in Table 4. In the experiment with the original set, the
overall sample corporate credit classification accuracy rate and F1-value was 99%
and 97%, indicating that the overall recognition performance of the model was very
good, and the high-risk enterprise samples credit classification recall and precision
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Research Characteristics Algorithm Accuracy Recall Precision F1

Our study
State-
constraint
characteristics

RF 0.99 0.96 0.99 0.97
SVM 0.99 0.94 0.99 0.96
DT 0.95 0.64 0.89 0.74
SMOTE
+RF

0.94 0.87 0.90 0.88

SMOTE
+SVM

0.99 0.99 0.99 0.99

SMOTE
+DT

0.99 0.99 0.99 0.99

Qiu W et al.
(2019) [35]

Credit history
and company
information
characteristics

RF 0.84 0.75 0.50 0.60
GBDT 0.87 0.76 0.59 0.66
XGBOOST 0.82 0.85 0.47 0.61

Jain et al.
(2020) [37]

Trade and
loan
characteristics

DT 0.99 0.78 0.81 0.79
RF 0.99 0.78 0.97 0.86
XGBOOST 0.99 0.83 0.95 0.89

Wang F et al.
(2020) [34]

Online supply
chain
characteristics

LS-SVM 0.97 0.96 0.97 0.96

Jingming L et al.
(2020) [36]

Enterprise
competence
characteristics

GSO-ELM 0.91 / 0.91 /

The top 5 values of each evaluation index are bolded;
GBDT- Gradient Boosting Decision Tree;
LS-SVM- Least Squares SVM;
GSO-ELM- Group Search Optimizer- Extreme Learning Machine.

Table 4. Empirical analysis results of enterprise credit evaluation

was 96% and 99%, indicating that the model’s ability to identify key risks was out-
standing as well. The result is significantly better than similar studies of Qiu [35]
and Jain [37] with the same RF algorithm but different model characteristics, as well
as better than research results of Qiu [35] and Li [36] with their advanced meth-
ods but different model characteristics, which shows that our credit risk assessment
model on state-constraint of both bank and enterprise is reliable with pretty per-
formance. In the experiment of SMOTE set, the overall classification accuracy rate
and F1-value dropped to 94% and 88%, and the recall and precision dropped 87%
and 90%, and the overall risk identification ability of the model drops significantly.
After inspection and analysis, we believe that the reason for the decline in the per-
formance of the SMOTE data set model may be that the imbalance of the total
sample set is relatively small, and the RF algorithm itself has greater adaptability
and tolerance for data imbalance, and high-risk enterprise sample groups have high
similarities. Using the SMOTE algorithm will oversample a small number of samples
with high risk to form new samples with a smaller gap from the original samples,
resulting in similar “overfitting” problems, leading to learner model performance
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worse. At the same time, we found that this problem does not exist in other two
algorithms.

4.4.2 Results of SVM-Based Enterprise Credit Assessment Analysis

Regarding the parameter setting of SVM, by comparing the classification accuracy of
high-risk enterprise samples in the SVM algorithm, the radial basis kernel function
(RBF) was finally selected as the kernel function of the SVM model. There are
two important parameters in RBF: gamma and cost. Gamma is a parameter of the
kernel function that controls the shape of the segmented hyperplane. The larger the
gamma, the more support vectors and the wider the range of training samples. Cost
represents the cost parameter of the model’s error cost. The greater the cost, the
greater the model’s penalty for errors, the more complex the generated classification
boundary, and the smaller the error in the corresponding training set, but it is also
possible that the too small cost can lead to overfitting problems. Considering the
balance of learning performance and efficiency, we finally let the gamma parameter
range to (10−6, 10) and the cost parameter range to (10−6, 1010).

In the SVM algorithm experiment, the overall classification accuracy and F1-
value of the original data set was 99% and 96%, meanwhile the recall and precision
was 94% and 99%, indicating that the learner’s recognition ability for the samples
of low-risk enterprises was higher than that of high-risk enterprises. But the com-
prehensive effect of our model is still pretty fine, which is a little senior than research
of Wang et al. with LS-SVM in 2020 [34]. In the SMOTE set, overall classification
accuracy and precison of the dataset was still 99%, but recall rate increased from
94% to 99%, and F1-value reached to 99%. This indicated that SMOTE had a cer-
tain improving effect on the SVM model, and our final results were also better than
other researches.

4.4.3 Results of DT-Based Enterprise Credit Assessment Analysis

Since the SMOTE algorithm had different effects in the RF and SVM models, we
added the experiment of the decision tree algorithm to obtain more reliable results.
In the DT experiment, because there were too many categorical feature variables, the
CHAID decision tree suitable for processing multivariate and categorical variables
was selected. The parent node and child node of the minimum number of cases
were 100 and 50, respectively, and the maximum number of classes was 3.

As can be seen from the results in Table 4, the overall classification accuracy
of the original data set was 95%, but the F1-value was only 74%, and the recall
and precision was only 64% and 89%, indicating that the decision tree model has
poor recognition ability for high-risk groups, even though this result was better
than result of Qiu et al. with GBDT [35]. In SMOTE set, four evaluation indexes
all increased to 99%, especially the recall rate suggested a 33% increase over the
original set. This result confirms our analysis in the stochastic forest algorithm,
and indicates that SMOTE has an obvious effect in treating the imbalance data set,
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which can resolve the data imbalance and improve the performance of the learner
to some extent.

4.5 Importance of Risk Assessment Characteristic Indicators

The stronger the ability of the risk assessment characteristic indicators to distinguish
between enterprise customer credit (default and normal), the higher its importance,
that is, the characteristic indicators have obvious individual effects on customer
credit assessment, and play a significant role in risk credit risk assessment. Figure 7
shows the accuracy reduction characteristics importance based on the RF algorithm
and the characteristics importance of the Gini coefficient. Although the importance
of a few indicators is inconsistent, the overall results were regionally consistent. In
our study, the 15 characteristic indicators based on the state-constraint model all
had a certain level of credibility. Among them, the top 5 indicators such as OD,
DIS, CS, IC and IR were ranked among the top 5 with the importance of accuracy
contribution over 0.015 and the importance of Gini coefficient over 8, which showed
a strong ability to distinguish enterprise customer credit. PIR and BNRO were
both at the bottom, which showed poor ability to distinguish customer credit. The
importance of the Gini coefficient for the other eight indicators, all exceeded 4, which
was at an intermediate level, and played a certain role in promoting customer credit
differentiation.

Figure 7. Importance of characteristic indicators of a risk assessment model

5 CONCLUSION AND DISCUSSION

The digital transformation of the financial industry is constantly developing. Com-
mercial banks and other financial institutions will inevitably face increasingly com-
plex enterprise loan customers and businesses. The scientific and digital assessment
of enterprise loan customer credit risk is crucial. Based on the theory of constraint,
our study extracts characteristic indicators from the state and constraint of both
the bank and enterprise and builds an enterprise credit risk assessment model. In
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our empirical research, the comprehensive evaluation recognition rate of the overall
sample and high-risk credit enterprises can both reach up to 99%. The results based
on RF and SVM in our study are better than others’ researches with same methods
but different model characteristics, as well as better than others’ researches with
both different methods and model characteristics, which shows that our model has
excellent performance and reliability for the evaluation of enterprise credit risk. At
the same time, it shows that the unbalanced data processing based on the SMOTE
algorithm does not significantly improve the performance of the RF algorithm, but
it has a significant improvement in the performance of SVM and DT algorithms,
which can well overcome the problem of data imbalance. Considering both the per-
formance and robustness of the state-constrain model, SVM seems to be a better
choice for the credit risk assessment.

In addition, about 90% of the characteristic indicators in our research model
have a significant correlation with customer credit at a 99% confidence level. At
the same time, the importance of the Gini coefficient is great enough, indicating
that the characteristic indicators are highly distinguishable among customer cred-
its. The ability to accurately assess credit risk of our model is strong, and the model
construction in this article is very reasonable. This study’s credit risk assessment
model and the importance of its characteristic indicators can help banks to better
understand the internal relationship between banks and enterprise customers, so
that banks can better review and control enterprise credit risks in the correspond-
ing feature dimensions. Thereby our study can provide important decision-making
references for banks and enrich theoretical system of the credit risk research.

There are some limitations in our study. Firstly, the data used in our study
comes from a commercial bank in China, and the data information is limited, al-
though we have done a lot of exploration and attempted to find the optimal algo-
rithm for the model. Due to the nature of machine learning and the limited data
it is hard to figure out the internal relationship between model data and machine
learning algorithms and give a fixed optimal algorithm. At the same time, the ap-
plicability of the conclusion in different countries and different regulatory policies
needs to be further explored. In addition, we only study the credit risk assessment of
commercial bank customers, but do not expand the study to other non-bank finan-
cial institutions. In the future, we will try to focus on customer credit risk of banks
and financial institutions in different countries, continuously improve the research
model, and explore the universality of credit risk assessment of our study.
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