
Computing and Informatics, Vol. 40, 2021, 57–82, doi: 10.31577/cai 2021 1 57

EFFECT OF TERM WEIGHTING ON KEYWORD
EXTRACTION IN HIERARCHICAL CATEGORY
STRUCTURE

Boonthida Chiraratanasopha, Salin Boonbrahm

Institute of Informatics, Walailak University
222 Thaiburi, Thasala District, Nakhonsithammarat 80161, Thailand
e-mail: {jboontida16, salil.boonbrahm}@gmail.com

Thanaruk Theeramunkong

Sirindhorn International Institute of Technology, Thammasat University
131 Moo 5, Tiwanont Road, Bangkadi Muang, Pathum Thani 12120, Thailand
&
Associate Fellow, The Royal Society of Thailand
Sanam Suea Pa, Dusit, Bangkok 10300, Thailand
e-mail: thanaruk@siit.tu.ac.th

Abstract. While there have been several studies related to the effect of term weight-
ing on classification accuracy, relatively few works have been conducted on how term
weighting affects the quality of keywords extracted for characterizing a document
or a category (i.e., document collection). Moreover, many tasks require more com-
plicated category structure, such as hierarchical and network category structure,
rather than a flat category structure. This paper presents a qualitative and quan-
titative study on how term weighting affects keyword extraction in the hierarchical
category structure, in comparison to the flat category structure. A hierarchical
structure triggers special characteristic in assigning a set of keywords or tags to
represent a document or a document collection, with support of statistics in a hier-
archy, including category itself, its parent category, its child categories, and sibling
categories. An enhancement of term weighting is proposed particularly in the form
of a series of modified TFIDF’s, for improving keyword extraction. A text collection
of public-hearing opinions is used to evaluate variant TFs and IDFs to identify which
types of information in hierarchical category structure are useful. By experiments,
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we found that the most effective IDF family, namely TF-IDFr, is identity > sib-
ling > child > parent in order. The TF-IDFr outperforms the vanilla version of
TFIDF with a centroid-based classifier.

Keywords: Keyword extraction, text classification, term weighting, hierarchical
category structure
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1 INTRODUCTION

Relevant keywords are usually provided to documents in a collection, as a navi-
gational clue when one would like to find documents that match with his or her
intention. Since keywords provide a compact representation of the document, they
are used in many applications [1], such as improvement of text categorization [2],
knowledge map construction [3], incremental clustering [4, 5], automatic indexing,
automatic summarization, automatic classification, automatic clustering, and au-
tomatic filtering [6]. In the past, automatic keyword generation was explored in
three different approaches; keyword assignment [7, 8, 9], keyword extraction, and
their hybrid method [10]. In keyword assignment, the set of words/terms that
can be used as keywords, called the vocabulary, is predefined. Even the keywords
generated from this approach is simple, consistent, and controllable, it is expen-
sive to create and maintain the controlled vocabulary, and in many cases. On the
other hand, keyword extraction identifies one or more words/terms that appear in
and regard as the most significant in the document without predefined vocabulary
and uses them as the keywords of the document. In the same way, it is a chal-
lenging task to assign keywords to a document collection, rather than to a docu-
ment [11, 12].

However, naturally a keyword can be relative in the sense that it may be a good
keyword for some situations but it may not be in the other, such as the word
‘education’ may be a good keyword for general news articles but it may not be
a good keyword when we consider only news articles related to education since
all news are commonly related education. Moreover, when documents are related
by a kind of structure, keywords should be selected according to that structure.
In the past, rather than a flat structure, a hierarchical (tree) structure is applied
for managing a large set of documents. This structure was used in some works,
including [13, 14, 15, 16, 17]. Handling a hierarchical-category structure is different
from that in a flat-category structure since it includes constituent relations, such
as parent/child relation, sibling relation, and root/leave category status and then
relativeness needs to be considered during keyword extraction [18, 19].

Based on the above background, this paper presents a method to assign keywords
to each document category, in a hierarchical structure. The method applies the
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IDF enhanced with information obtained from hierarchical structure (later called
a relative IDF: IDFr) in the weighting scheme of TFIDF, for assigning keywords
for a document category. A text collection of public-hearing opinions is used to
evaluate various combinations of TFs and IDFrs. To identify types of information
in hierarchical category structure which are useful for improving the classification
accuracy and keyword extraction.

In the rest, Section 2 presents related works. The proposed keyword extraction
using hierarchical relations is described in Section 3. Section 4 provides dataset
characteristics and experimental settings. In Section 5, the experimental results
and their evaluation are given. Finally, a conclusion and future works are discussed
in Section 6.

2 RELATED WORKS

Manual keyword assignment to books, articles, or other forms of publications is
a tedious and time-consuming task. As for solutions, several works on automatic
keyword extraction have been conducted in many applications, such as in med-
ical texts [20], economic webpages [3], news articles [21] and academic publica-
tions [22]. In the past, two approaches in extracting keywords from a document
are corpus-oriented methods [23, 24] and document-oriented methods [25, 26] The
corpus-oriented approach assumes that the keyword construction relies on the com-
parison between documents in the corpus while the keywords are likely to be eval-
uated statistically for their discrimination within the corpus. In this approach,
keywords that occur in many documents within the corpus are not likely to be se-
lected due to their statistical insignificant or low discriminating power. On the other
hand, in the document-oriented approach, keywords can be assigned to a document
without comparison with other documents. The keywords can directly be extracted
from the document by experience. Such document-oriented methods will extract
the same keywords from a document regardless of the current state of a corpus,
but keywords extracted by the corpus-oriented approach may not be the same for
different corpora (different document sets).

In the same way, it is a challenging task to assign keywords to a document
collection (cluster or class), instead of to a document [11, 12]. Similarly, two ap-
proaches on keyword extraction for a cluster/class are corpus-based and class-based
keyword selection [12, 21]. The corpus-based keyword selection is applied in classi-
fication problems by filtering the low frequency features that appear, in the corpus,
less than a threshold value [27]. On the other hand, the class-based keyword se-
lection identifies important keywords (features) for each class with the class-based
metric, such as ICF and mutual information, via comparison of statistics among
clusters or classes. The above-mentioned works showed that information related to
the structure of hierarchical categories could be used for performance improvement,
particularly classification tasks. While the naive method to handle relations between
documents is a flat category structure, where documents are grouped into a number
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of classes (clusters or groups), a more expressive method is to arrange documents in
a topic hierarchy with superclass/subclass relations [13, 14, 15, 16, 17].

To our best knowledge, there are few works on how to extract keywords for a cat-
egory using relationship information among categories when documents are arranged
in a hierarchical category structure. To enhance the conventional TFIDF term
weighting, relationship information between categories in the hierarchical structure,
including identity relation, super/sub-category (parent/child) relation, and sibling
relation can be used.

3 KEYWORD EXTRACTION USING RELATIONS
IN HIERARCHICAL STRUCTURE

3.1 Formulation of Keyword Extraction

This section presents a formal description of keyword extraction tasks. Based on
the vector space model (VSM) [28], the keyword extraction task can be formulated
as follows. Given a document collection D = {d1, d2, . . . , d|D|} and the universal set
of terms T = {t1, t2, . . . , t|T |}, a document dj ∈ D can be represented by a document

vector d⃗j = {w1j, w2j, . . . , w|T |j}, where wij is the weight of the ith term ti in the
jth document dj. In addition, given a set of categories C = {c1, c2, . . . , c|C|}, the
category model M : D × C → {T, F} can be used to partition documents in a
collection into a number of groups by assigning a Boolean value, M(dj, ck) = T ,
to each pair ⟨dj, ck⟩ ∈ D × C if the document dj is in the category ck, otherwise
M(dj, ck) = F . Moreover, Ck = {d | d ∈ D,M(d, ck) = T}, where (1) any category
pair is exclusive Ci ∩ Cj = ∅ and (2) all categories form the document collection

(D = ∪|C|
k=1Ck). Similarly, a category ck ∈ C can be represented by a category vector

c⃗k = {w′
1k, w

′
2k, . . . , w

′
|T |k} =

∑
(d∈ck) d⃗j, where w′

ik is the weight of the ith term ti
in the kth category ck. In this vector, we use a centroid vector [29]. The category
vector can be calculated using the formula in Section 3.4.

The keyword extraction is a process to assign a set of non-trivial words/terms
to each document dj in the collection, i.e., K(dj) = {k1j, k2j, . . . , kpjj}, where kij
is the ith keyword of the jth document dj, pj is the number of keywords in the
document dj and normally pj ≪ |T |. Similarly, a set of keywords can be assigned to
a category (class) K(ck) = {k′

1k, k
′
2k, . . . , k

′
skk} where k′

ik is the ith keyword of the
category ck and sk is the number of keywords for the category ck where sk ≪ |T |.
The keywords of either a document or a category can be straightforwardly obtained
by selecting a few words with high weights (say top-n words) under the weighting
method applied.

3.2 Categories in a Hierarchical Category Structure

Given a hierarchical structure, there are possible four types of relations among
category; i.e., identity (I), parent (P), child (C), and sibling (S). The identity func-
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tion I : C × C → {T, F} describes the identity relation between two categories,
where I(ci, cj) = T if ci = cj. Otherwise, I(ci, cj) = F . The child function
H : C × C → {T, F} describes the child relation between two categories, where
H(ci, cj) = T if cj is a child of ci. Otherwise, H(ci, cj) = F . The parent func-
tion P : C × C → {T, F} describes the parent relation between two categories,
where P (ci, cj) = T if H(cj, ci) = T , otherwise P (ci, cj) = F . The sibling function
S : C × C → {T, F} is a function to describe the sibling relation between two cate-
gories, where S(ci, cj) = T if ∃ck · P (ci, ck) ∧ P (cj, ck) ∧ (ci ̸= cj), otw S(ci, cj) = F .

In this work, given a set of documents, each document dj can be assigned
only one single category ck in the hierarchy, i.e. C(dj) = {ck | M(dj, ck) = T} ∧
|C(dj)| = 1., where C(dj) is the set of categories the document dj is associated.
Let I(ck), C(ck), P (ck), and S(ck) be the set of documents associated to the identity
category, the child category, the parent category, and the sibling category of the
category ck. Their formulations can be described as follows. Here, H∗(ci, cj) = T if
there is a reachable child relation from the node cj to its ancestor ci.

I(ck) =
⋃

(cj=ck)∨(∃cj ·H∗(ck,cj))

{d | (M(d, cj) = T )}, (1)

C(ck) =
⋃

(∃cj ·H∗(ck,cj))

{d | (M(d, cj) = T )}, (2)

P (ck) =
⋃

(∃cj ·P (cj ,ck))

{d | (M(d, cj) = T )}, (3)

S(ck) =
⋃

(∃cj ·P (ck,ci)∧P (cj ,ci)∧(cj ̸=ck))

{d | (M(d, cj) = T )}. (4)

Here, a series of relative IDFs are proposed to reflect the identity, parent,
child, and sibling relations, as well as the collection IDF (the conventional IDF).
Figure 1 illustrates an example of the IDF r family when we calculate IDF r′s
(IDF I , IDFC , IDFP , IDF S) for a term according to the hierarchical category struc-
ture.

3.2.1 The Conventional IDF or Collection IDF (IDF )

In the field of text classification and information retrieval, the inverse document fre-
quency (IDF) is a statistic popularly used to point out words/terms that commonly
occur in several documents with less contribution to the content of the text. The
collection IDF can be formulated as follows.

IDF (ti) = log

(
|D|

1 +DF (ti)

)
(5)

where DF (ti) is document frequency, i.e., the number of documents that include
a term (ti). The IDF (ti) is a logarithmic function of the ratio of the number of
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Figure 1. An example of the IDFr family when we calculate IDFr′s
(IDF I , IDFC , IDFP , IDFS) for a term according to the hierarchical category struc-
ture. Here, the current node to be considered is ck = X and the other relative nodes are
I(ck) = (X,D,E), C(ck) = (D,E), P (ck) = (A,X,D,E,B,C), and, S(ck) = (B,C).

the documents (|D|) in the collection divided by the number of the documents that
contain the term (ti) plus one, i.e. DF (ti) to prevent zero division. In Figure 1,
IDF is calculated by taking the whole of documents in collection into account,
that is IDF = IDF (O) = IDF (A,X,D,E,B,C,F,G). Moreover, one (1) is added to the
denominator.

3.2.2 The Identity IDF (IDF I)

The identity IDF of the category X is the inverse document frequency of the doc-
uments in category X (i.e. I(X)) and the documents in the X’s children categories
(i.e. C(X)). For example, in Figure 1, the identity IDF of the category X is calcu-
lated from documents in the categories X, D, and E. The identity IDF of the term
ti in the category ck, denoted by IDF I(ti, ck), is derived from Equation (6).

IDF I(ti, ck) = log

(
|DI |

1 +DF (ti, I(ck))

)
. (6)

The identity IDF is the logarithmic value of the number of the documents in
the category ck(|DI |) divided by the number of the documents (in the category ck)
that contain the term (ti), i.e. DF (ti, I(ck)).
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3.2.3 Child IDF (IDFC)

The child IDF is the inverse document frequency of the documents in all child
categories of ck; i.e., C(ck). In Figure 1, the child IDF of the categoryX is calculated
from documents in the child categories; D, and E. The child IDF of the term ti in
the category ck, denoted by IDFC(ti, ck), is derived from Equation (7).

IDFC(ti, ck) = log

(
|DC |

1 +DF (ti, C(ck))

)
. (7)

The child IDF is the logarithmic value of the number of the documents in the
collection of child categories |DC | divided by the number of the child documents of
category ck, C(ck), that contain the term (ti), i.e. DF (ti, C(ck)).

3.2.4 Parent IDF (IDFP )

This parent IDF is the inverse document frequency of the documents in the parent
category of ck; i.e., P (ck). In Figure 1, the parent IDF of the categoryX is calculated
from documents in the parent category; A. The documents of the parent category
A are the documents in A, X, D, E, B, and C. The parent IDF of the term ti in the
category ck, denoted by IDFP (ti, ck), is derived from Equation (8).

IDFP (ti, ck) = log

(
|DP |

1 +DF (ti, P (ck))

)
. (8)

The parent IDF is the logarithmic value of the collection of parent category |DP |
divided by the number of the documents of the parent category of ck, P (ck), that
contains the term (ti), i.e. DF (ti, P (ck)).

3.2.5 Sibling IDF (IDF S)

The sibling IDF is the inverse document frequency of the documents in all sibling
categories of ck; i.e., S(ck). In Figure 1, the sibling IDF of the category X is
calculated from documents in the sibling categories; B, and C. The sibling IDF of
the term ti in the category ck, denoted by IDF S(ti, ck), is derived from Equation (9).

IDF S(ti, ck) = log

(
|DS|

1 +DF (ti, S(ck))

)
. (9)

The sibling IDF is the logarithmic value of the collection of sibling categories
|DS| divided by the number of the documents of the sibling category of ck, S(ck),
that contains the term (ti), i.e. DF (ti, S(ck)).

3.3 Calculation of IDFr from Combining All IDF’s Family

The previously mentioned calculations are used to inform statistic information based
on a hierarchical structure. Hence, they are all needed to represent informative
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values of different layers of categories. To summarize the information based on
layer, details are given in Table 1.

Parent IDF Identity IDF Sibling IDF Child IDF

Top X O O O
Middle O O O O
Bottom O O O X

Table 1. Relative IDF by category type. O indicates that this type of relative IDF is
calculable while X indicates that this type of relative IDF is not possible for this category
in a hierarchy.

There are three layer types from a hierarchical structure. The first one is the top
layer which is the root of their children categories. On the other hand, the bottom
layer is the leaf of the tree where are very detailed of the root. In between the top
and the bottom, the middle layer connects them. Apparently, there can be more
than one middle layer.

For the top layer category that has no parent relation, the parent IDF cannot
be calculated. The top category has a sibling relation for there are categories at the
same level in the hierarchy. Hence top categories are for two relative relations which
are its sibling relation (Sibling IDF) and its child relation (Child IDF) while it still
needs Identity IDF to represent itself.

A middle-layer category has all possible relations in the hierarchical category
structure. The super-type of the middle layer category is parent relation. The
sub-type of the middle category is child relation while the categories in the same
level of the same parent are its sibling relation. Therefore, the middle category
in hierarchical structure has Parent IDF, Child IDF, and Sibling IDF respectively.
In addition, the identity IDF is also required for its own standpoint. A base-layer
category has no child relation, but it has parent relation and sibling relation. In
this work, we use the IDFr’s defined above to enhance the conventional TFIDF as
shown in Equation (10), (11), (12), (13).

d⃗j = [wij], (10)

wij = TFIDF (ti, dj)× IDF r, (11)

wij = N(ti, dj)× IDF (ti, dj)× IDF r(ti, dj), (12)

IDF r(ti, ck) = IDF I(ti, ck)
a × IDFP (ti, ck)

b × IDF S(ti, ck)
c × IDFC(ti, ck)

d(13)

where N(ti, dj) in Equation (12) is the number of term ti in the document dj. The
document dj depends on the category ck being considered. In Equation (13), the
IDF r(ti, ck), expresses the relative IDF of the term ti in the category ck, defined by
the multiplication of the identify IDF, the parent IDF, the sibling IDF, and the child
IDF with the powers of a, b, c and d, respectively. Such powers are hyperparameters
in performance optimization.
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By this parameter, we can exploit the relation in the hierarchical category struc-
ture to set term weighting for each term in the category. By employing the relation
information, they should solve the difficulty of text classification in the hierarchy
category which more complex and similar in its family categories. This can also
help to identify and differentiate the importance of terms in a hierarchical cate-
gory via specific term weighting. Moreover, it is expected to improve in a task
of keyword extraction (KE) that uses a statistical approach by using hierarchical
information.

We set up a situation for explanation in Figure 1. The calculation details of all
possible related categories are declared in Table 2. In the table, several calculations
are needed to represent a category. Despite many calculations, we expect the value
of each IDFr to be able to inform the different term-weight based on a different layer.
The calculation is language-free which means that it is not bound to any specific
language. Thus, it can be used with any language.

Weighting Factors Parent A Sibling B, C Children D, E

IDFr IDF (A,X,D,E,B,C) IDF (B,C) IDF (D,E)

TFIDF TF(X) × IDF (A,X,D,E,B,C) TF(X) × IDF (B,C) TF(X) × IDF (D,E)

Weighting Factors Collection O Itself X
IDFr IDF (O) IDF (X,D,E)

TFIDF TF(X) × IDF (O) TF(X) × IDF (X,D,E)

Table 2. IDFr and TFIDF with relations in each category X

However, there are limitations of this calculation. The first one is that the in-
vented IDFr is suitable for hierarchical structures containing more than two depth
layers. Moreover, the IDFr could not be applied to flat category and network cat-
egory structure since it is specifically designed for acyclic top-down relation. For
the information of term frequency in the whole collection, identity category, child
category, parent category, and sibling category. All of these are explained by the for-
mula in Equation (6), (7), (8), (9) respectively. Statistical calculations of each layer
type are different; thus, they will be explained separately in each subsection below.
In addition, an extra calculation including score normalization and smoothing is
also explained. The base unit of calculation is the normalized TFIDF. The newly
invented IDFr is an additional value which will be multiplied with the base TFIDF.
Before applying IDF and IDFr, TF is performed with L2-normalization [30] to solve
the problem of overweighting due to both higher term frequency and more unique
terms. Since a long document gains two advantages over a short document by in-
cluding higher term frequencies and more unique terms in document representation,
a statistical frequency may be biased and led to unfairness in the calculation. The
L2-Norm of TF is calculated by dividing all elements in a vector with the length

of the vector that is
√∑

N(w, d)2 where N(w, d) is the number of word(w) in

document (d) of word-document vector.
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To avoid division by zero, smoothing technique is suggested to apply in this
task [31, 32]. It is common for zero to be assigned in a calculation since a document
frequency DF (ti) value is the number of documents in the considered corpus con-
taining the focused term (ti) which may not exist in all documents. Thus, smoothing
is necessary to prevent the possibility for division by zero. The smoothed inverse
document frequency (IDF) is defined in Equation (5), in which |D| is the number of
documents in the corpus [31, 33].

3.4 Keyword Extraction for a Category

To obtain keywords from a category, terms in documents of the same categories
are calculated as term-weighting. Keywords in this work are defined as condensed-
summary terms representing a category. In this work, we apply a centroid based
method to extract keywords and use the sum centroid as the representative of cate-
gory ck. The category vector is represented by a vector c⃗k = {w′

1k, w
′
2k, . . . , w

′
|T |k}.

From the scores of hierarchical term-weighting, each term w′
ik in a category is as-

signed with a single score based on its category. The scores of a term are varied from
a category to other categories depending on how significant from their existence. To
select some as keywords to represent their category, in this work, the selection is
based on the top rank. This method is to set n-best rank while n can be any number,
and the terms which are in those top ranks are chosen as representative keywords.

4 DATASETS AND EXPERIMENTAL SETTINGS

4.1 The Dataset

The focused dataset in this work is a collection of public hearing opinion texts on how
to reform Thailand, namely the “Thai reform” (http://static.thaireform.org).
The full collection is composed of 64 850 opinions from 66 674 participants taken
part in, from all 77 provinces in Thailand, arranged in eighteen reform issues (cat-
egories). The documents were assigned with one or more categories. Consequently,
the summation of documents separated by categories is larger than the actual num-
ber of documents since some documents are counted more than one time. Among
the eighteen categories, we select three major categories; i.e., educational and HR
development (for short, E = Education with 9 314 documents), anti-corruption and
anti-misconduct (for short, C = Corruption, with 4 367 documents), and local gov-
ernment (for short, G = Government, with 9 571 documents) for benchmarking since
they are balanced in their three-level hierarchies. To simplify the process, two pref-
erences are made to select major subcategories and their membership documents.
Firstly, only documents assigned with a single category are considered. If the doc-
ument was allocated to more than one category, it will be excluded for the dataset
in the experiments. Hence, the experiment is conducted by comparing datasets in
a pair to prevent the exclusion of documents. Secondly, we select the subcategories
that their siblings are balanced in terms of the number of documents.

http://static.thaireform.org
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We evaluate our approach using documents in three category pairs (1) Reform-
E-C, (2) Reform-E-G, (3) Reform-C-G, where E is ‘educational and human resource
development’, C is ‘anti-corruption and anti-misconduct’, and G is ‘local govern-
ment’. Table 3 indicates the major characteristics of the data sets. The selected
datasets have 3-depth level, the number of categories in the hierarchy structure for
E-C, E-G, and C-G are 14, 16, and 16, respectively.

Data Sets Reform-E-C Reform-E-G Reform-C-G

No. of docs 10 433 13 315 9 599
No. of categories 14 16 16
No. of levels 3 3 3
No. of features 6 772 7 241 6 188

Table 3. Characteristics of the three data sets

All documents in the Thai reform text database are written in the form of the
central Thai (official Thai) sentences. Some are short sentences while the other are
long sentences. For pre-processing, we manually edited frequently found typos and
misspelling since they greatly affect further processes in terms of accuracy. Words in
document are segmented using LongLexTo word segmentation engine. Then, non-
text characters including symbols and numerical characters are removed. It is noted
that stop words (functional words) are not removed and kept intact as they are.

4.2 Experimental Settings

There are four experiments as follows. The first experiment aims to investigate the
effect of a single term weighting as Identity IDF (IDF I), Parent IDF (IDFP ), Sibling
IDF (IDF S), and Child IDF (IDFC) to term weighting on accuracy improvement
of a standard centroid-based classifier. Only one term weighting factor is added, in
turn, to the standard TFIDF as either a multiplier or a divisor. This experiment
was designed to find the result of each for comparison. Moreover, the uses of a factor
as a multiplier or a divisor were also compared. For dataset separation for training
and testing, five-fold cross validation was applied. They were used in the centroid-
based classification task to classify a raw text document in the testing set. The
measurement in this experiment was accuracy and standard deviation.

In the second experiment, multiple term weighting factors were combined in
different manners, and the efficiencies of these combinations were evaluated. This
experiment investigated the combination of term weighting factors in improving the
classification accuracy. Two following topics were considered in this experiment:

1. which factors are suitable to work together and

2. what is the appropriate combination of these factors.

In this experiment, five-fold cross validation is applied for the classification task, and
the measurement is accuracy and standard deviation. At this experiment, the clas-
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sifiers incorporate term weighting factors in their weighting, term weighting based
on centroid-based classifiers (later called THCBs).

In the third experiment, we evaluate top keywords extraction by human ex-
perts. Three human experts evaluate the top keywords whether the obtained words
are a keyword or not. In addition, bottom-n features are also selected to evaluate
top keywords extraction. As the last evaluation, we select Top-100 ranked terms of
each category to comparison the differential on terms between TFIDF weighting and
TFIDFr weighting from THCB1 to clarify our category keywords by expert evalua-
tion again. For all experiments, a centroid-based classifier and cosine similarity were
used. The document-length normalization on TF is used before cooperating with
IDF-IDFr in this work because it outperforms other in a preliminary result. One
of the most important factors towards the meaningful evaluation is the way to set
classifier parameters. Parameters that are applied to these classifiers are determined
by some preliminary experiments since it performed well in ours pretests. For SCB,
we apply the standard term weighting, TFIDF, the query weighting for THCBs is
TFIDF by default. Smoothing techniques are applied in the term weighting process.

5 EXPERIMENTAL RESULTS AND EVALUATION

5.1 Effects of Single Term Weightings

In the first experiment, four term weighting factors, i.e., Identity IDF, Parent IDF,
Sibling IDF, and Child IDF are individually evaluated by adding each term factor
one by one to the standard TFIDF. For clarity, TF are also evaluated. The query
weighting is TFIDF. The result is shown in Table 4. The bold indicates term weight-
ings which achieve higher performance than the baseline TFIDF (SCB). Moreover,
as we applied 5-fold cross validation, the number on the top-right superscript means
the number of times (out of 5 times) that the classifier outperforms the standard
classifier, i.e., SCB.

The result shows that the standard TFIDF (SCB) performs better than TF.
With TFIDF (SCB) as a baseline, the average score of Identity IDF with a multiplier,
Sibling IDF with a multiplier, and Child IDF with a multiplier is higher. Even
average accuracy of Parent IDF is slightly lower than TFIDF, we found a good
signal that if it is a multiplier (promoter), it is still likely to perform better than
the divisor (demoter) like the other factors of IDFr. An interesting from observation
in this experiment is all of term weighting factors has some effects on classification
accuracy in roles of promoting the weight. Thus, it is conclusive that the multiplier
(promoter) is better when applying to IDFr.

5.2 Effect of Multiple Term Weightings

The second experiment investigates the combination of term weighting factors in
improving the classification accuracy. Although the previous experiment suggests
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Method Reform Reform Reform Avg.
E-C E-G C-G

TF 33.53± 2.06 36.76± 5.12 32.14± 2.58 34.14± 3.82
TF × IDF (SCB) 35.54± 2.84 39.13± 6.61 34.50± 3.49 36.39± 4.74

TF × IDF × IDF I 36.90± 2.86(5)∗∗ 41.25± 10.01(5)∗∗ 34.18± 3.69(3) 37.44± 6.63(5)

TF × IDF × IDFS 36.38± 3.13(4) 40.57± 8.11(5)∗∗ 34.48± 3.21(2) 37.15± 5.61(4)

TF × IDF × IDFC 36.77± 2.82(4) 38.24± 6.57(2) 34.50± 2.72(2) 36.50± 4.39(3)

TF × IDF × IDFP 35.60± 2.92(4) 40.54± 8.39(2) 32.95± 4.12(1) 36.36± 6.16(3)

TF × IDF/IDFC 34.50± 2.15(1) 35.14± 5.62(0) 31.45± 2.72(0) 33.70± 3.90(0)

TF × IDF/IDF I 32.08± 1.43(0) 34.47± 3.54(0) 30.62± 2.04(0) 32.39± 2.84(0)

TF × IDF/IDFS 30.76± 2.27(0) 34.81± 4.23(0) 30.56± 2.11(0) 32.04± 3.46(0)

TF × IDF/IDFP 31.52± 0.87(0) 34.40± 4.02(1) 29.47± 2.35(0) 31.80± 3.29(0)

** p < 0.05 from the analysis of Wilcoxon Signed-Rank Test comparison with SCB

Table 4. The effect of single additional term weighting factors to TFIDF

the role of each term weighting factor, all possible combinations are explored in this
experiment. Two following topics are focused:

1. which factors are suitable to work together and

2. what is the appropriate combination of these factors.

To the end, we perform all combinations of Identity IDF, Parent IDF, Sibling
IDF, and Child IDF by varying the power of each factor between -1 and 1 with a step
of 0.5 and using it to modify the standard TFIDF. The total number of combinations
is 625 (5 × 5 × 5 × 5). These combinations include TFIDF and eight single-factor
term weightings. By the result, there are 67 patterns giving better performance than
the baseline, TFIDF. The 20 best (top 20) and the 20 worst classifiers, according
to average accuracy on three data sets, are selected for evaluation. Table 5 panel A
(panel B) shows the number of the best (worst) classifiers for each power of IDFr
family as Identity IDF, Parent IDF, Sibling IDF, and Child IDF. Characteristics
and performances of the top 20 term weightings are shown in Tables 6 and 7.

Table 5 (panel A) confirms the same conclusion as the result obtained from the
first experiment. The Identity IDF, Parent IDF, Sibling IDF, and Child IDF are
suitable to be a promoter rather than a demoter. There are almost no negative
results, except for Sibling IDF, and it is more obvious in top-19 cases of top-20,
except the case of top 5. On the other hand, Table 5 (panel B) shows that the
performance is low if Identity IDF, Parent IDF, Sibling IDF, and Child IDF as
a demoter. Apparently, it is clear that using Identity IDF, Parent IDF, Sibling
IDF, and Child IDF as a demoter make a negative impact on performance. This
experiment can conclude that the results correspond to those of the first experi-
ment.

Table 7 also emphasizes the classifiers that outperform the standard TFIDF
(SCB) in all three data sets, with a mark ‘*’. There are fifteen classifiers that
are superior. Moreover, as we applied 5-fold cross validation, the number on the
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Term Weighting Power of the Factor Total
Factors −1 −0.5 0 0.5 1 Methods

Panel A
Identity IDF (IDF I) 0 (0) 0 (0) 6 (9) 3 (8) 1 (3) 10 (20)
Parent IDF (IDFP ) 0 (0) 0 (0) 2 (9) 5 (8) 3 (3) 10 (20)
Sibling IDF (IDFS) 0 (0) 1 (1) 5 (10) 4 (7) 0 (2) 10 (20)
Child IDF (IDFC) 0 (0) 0 (0) 4 (10) 5 (9) 1 (1) 10 (20)

Panel B
Identity IDF (IDF I) 6 (10) 2 (4) 2 (3) 0 (2) 0 (1) 10 (20)
Parent IDF (IDFP ) 8 (16) 2 (3) 0 (1) 0 (0) 0 (0) 10 (20)
Sibling IDF (IDFS) 9 (16) 1 (4) 0 (0) 0 (0) 0 (0) 10 (20)
Child IDF (IDFC) 2 (5) 2 (4) 4 (6) 1 (2) 1 (3) 10 (20)

Table 5. Descriptive analysis of term weighting factors with different power of each factor.
Panel A: the best 10 and panel B: the worst 10 (best 20 and worst 20 in parentheses).

top-right superscript means the number of times (out of 5 times) that the classifier
outperforms the standard classifier, i.e., SCB.

This fact shows that there are some common term weighting factors that are
useful generally in all data sets. The three best term weightings in this experiment
are respectively as follows.

1. TF × IDF × sqrt(IDFP × IDFC),

2. TF × IDF × sqrt(IDFP × IDF S × IDFC),

3. TF × IDF × sqrt(IDF I × IDFP ).

We found that there are at least two of four term weighting factors that cooperate
to enhance the performance of classifiers. In a conclusion from this experiment, it
is noticeable that Identity IDF, Parent IDF, Sibling IDF, and Child IDF should act
as a promoter than a demoter. However, it is observed that the appropriate powers
of term weighting factors depend on some characteristics of data sets.

There are a total of 625 classifiers from all combinations of power of factor
(−1, −0.5, 0, 0.5, 1 = 5 × 5 × 5 × 5). To investigate all combinations, it needs
the very high computation cost. Therefore, we exploit the result of the former
experiments in suggesting the role of IDFr. All possible combinations subjected to
this constraint include 225 classifiers (225 from 3(0, 0.5, 1) × 5 × 5 × 3(0, 0.5, 1)).
From our classification accuracy result, we found that there are top-67 operation
cases (of power of factor) that our method is superior than the baseline, TFIDF
smoothing, on average from all three Reform datasets.

Moreover, for the combined IDFr factor, it seems the parent IDF and the child
IDF are the most effective factor to improve the classification accuracy. That is
the information from the parent and child category is helpful to distinguish the
difference among classes in the hierarchy.
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Methods Power of Term Weighting
IDF I IDFP IDFS IDFC

THCB1* 0 0.5 0 0.5 TF × IDF × sqrt(IDFP × IDFC)
THCB2* 0 0.5 0.5 0.5 TF × IDF × sqrt(IDFP × IDFS × IDFC)
THCB3* 0.5 0.5 0 0 TF × IDF × sqrt(IDF I × IDFP )
THCB4* 0 1 0 0.5 TF × IDF × IDFP × sqrtIDFC

THCB5* 0 1 −0.5 0.5 TF × IDF × IDFP /sqrt(IDFS)× sqrt(IDFC)
THCB6* 0.5 0.5 0 0.5 TF × IDF × sqrt(IDF I × IDFP × IDFC)
THCB7* 0.5 0 0.5 0 TF × IDF × sqrt(IDF I × IDFS)
THCB8 1 0 0.5 0 TF × IDF × IDF I × sqrt(IDFS)
THCB9* 0 1 0 1 TF × IDF × IDFP × IDFC

THCB10* 0 0.5 0.5 0 TF × IDF × sqrt(IDFP × IDFS)
THCB11 1 0 0 0 TF × IDF × IDF I

THCB12 1 0.5 0 0 TF × IDF × IDF I × sqrt(IDFP )
THCB13 0.5 0.5 0.5 0 TF × IDF × sqrt(IDF I × IDFP × IDFS)
THCB14* 0.5 0 0 0.5 TF × IDF × sqrt(IDF I × IDFC)
THCB15* 0 0 1 0.5 TF × IDF × IDFS × sqrt(IDFC)
THCB16* 0 0 0.5 0.5 TF × IDF × sqrt(IDFS × IDFC)
THCB17* 0 0.5 0 0 TF × IDF × sqrt(IDFP )
THCB18* 0.5 0 0 0 TF × IDF × sqrt(IDF I)
THCB19* 0.5 0 0.5 0.5 TF × IDF × sqrt(IDF I × IDFS × IDFC)
THCB20 0.5 0 1 0 TF × IDF × sqrt(IDF I)× IDFS

SCB 0 0 0 0 TF × IDF

Table 6. The best-20 pattern of term weightings for experiment

5.3 Keyword Extraction in the Hierarchical Structure

This experiment is designed to find the potentials of keyword extraction used in
the previous experiment. We select category keywords from THCB1 (using term
weighting from (TF × IDF × sqrt(IDFP × IDFC)) which is the best from all Re-
form dataset pairs regarding accuracy results. The steps in this experiment are as
follows.

1. Selecting Top-100 keywords based on rank from each category of each dataset
pair, namely Top-100 keywords from each of 14 categories of Reform-E-C and
16 categories from Reform-E-G, Reform-C-G.

2. Assigning those keywords as category keywords of their respective category.

3. Comparing the keywords from the proposed method with keywords from 3 hu-
man experts and calculating the results using precision (P), recall (R), and F
(F1) score.

(a) The number of keywords from the proposed method is limited to Top-10 to
Top-50 for 10 different intervals into 5 groups.

(b) The scores are in an average result of the 3 human experts.
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Methods Reform- Avg.
E-C E-G C-G

THCB1* 37.47± 2.60(5)∗∗ 40.47± 7.86(5)∗∗ 35.79± 3.46(5)∗∗ 37.91± 5.20(5)

THCB2* 37.22± 2.42(5) 40.54± 8.43(4) 35.86± 3.49(4) 37.87± 5.44(5)

THCB3* 37.24± 2.72(5) 41.45± 9.52(4) 34.89± 3.94(3) 37.86± 6.35(5)

THCB4* 37.35± 2.28(5) 40.80± 8.64(4) 35.30± 3.22(4) 37.82± 5.59(5)

THCB5* 37.19± 2.43(5) 40.47± 7.89(4) 35.62± 3.46(4) 37.76± 5.22(5)

THCB6* 37.71± 2.40(5) 40.69± 9.09(4) 34.69± 3.33(2) 37.70± 5.90(4)

THCB7* 37.14± 2.71(5)∗∗ 41.20± 9.27(5)∗∗ 34.72± 4.03(3) 37.69± 6.24(5)

THCB8 37.15± 2.29(5) 41.37± 10.98(4) 34.02± 3.38(1) 37.52± 6.99(4)

THCB9* 37.32± 2.51(5) 39.81± 8.11(3) 35.37± 2.51(3) 37.50± 5.09(4)

THCB10* 36.45± 2.39(5)∗∗ 41.45± 8.52(5)∗∗ 34.60± 3.76(3) 37.50± 5.95(5)

THCB11 36.90± 2.86(5)∗∗ 41.25± 10.01(5)∗∗ 34.18± 3.69(3) 37.44± 6.63(5)

THCB12 37.07± 2.72(4) 41.57± 11.17(2) 33.60± 3.68(1) 37.41± 7.28(3)

THCB13 37.12± 2.33(5) 41.26± 10.10(3) 33.85± 3.59(1) 37.41± 6.65(3)

THCB14* 37.09± 2.58(4) 39.96± 7.94(4) 34.99± 3.41(3) 37.35± 5.26(4)

THCB15* 36.82± 2.66(4) 39.83± 8.33(3) 35.38± 3.13(4) 37.34± 5.32(4)

THCB16* 37.10± 2.61(5) 39.73± 7.75(4) 35.18± 3.24(4) 37.34± 5.09(5)

THCB17* 36.31± 2.71(5)∗∗ 40.81± 7.97(5)∗∗ 34.79± 3.85(3) 37.30± 5.61(5)

THCB18* 36.46± 3.01(5) 40.64± 8.23(5) 34.80± 3.98(3) 37.30± 5.74(5)

THCB19* 37.28± 2.80(5) 40.01± 8.95(3) 34.57± 3.06(3) 37.28± 5.75(4)

THCB20 36.60± 2.50(5) 40.92± 9.86(4) 34.19± 3.58(2) 37.23± 6.45(5)

SCB 35.54± 2.84 39.13± 6.61 34.50± 3.49 36.39± 4.74

** p < 0.05 from the analysis of Wilcoxon Signed-Rank Test for comparison between
THCB methods and SCB

Table 7. Classification accuracy of the best-20 term weightings compared with SCB

The keyword comparing results are given below. Top-10 to Top-50 Keywords
of Top-100 features and Bottom-10 to Bottom-50 words from Bottom-100 features
from THCB1 on Reform-E-C.

From the results in Figure 2, the Top-10 and Top-20 keywords yield respectively
the highest of 82.86% and 72.14% of precision which is higher than the average of
all result as 68.38%. The graph shows the descending since the more keywords in
consideration, the more incorrect keywords are found. In terms of recall score, the
graph is in opposite to the precision since the ascending indicates that the keywords
are increasingly matched to the experts’ opinion from the higher number of the
given keywords. The best recall is from Top-50 for 42.14% while the worst is from
Top-10 as 11.73%. In a comparison of the top and bottom group, the difference on
all measurements was obvious that the top was much higher than the bottom. The
difference of F-measure in average was greater than about 25 score in (37.08% from
average of top and 12.31% from bottom).

From the results given in Figure 3, the average Precision and F-measure of
Top10-50 was 67.10% and 35.68%, respectively, while the average Precision and F
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Figure 2. Top-10 to Top-50 Keywords of Top-100 features and Bottom-10 to Bottom-50
words from Bottom-100 features evaluations from Reform-E-C
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Figure 3. Top-10 to Top-50 keywords from Top-100 features and Bottom-10 to Bottom-50
words from Bottom-100 features in the Reform-E-G

measure of the bottom was 32.08% and 17.34%. Again, all measurements of the
top group were significantly higher than those of the bottom group, but the gap
was less once comparing to Figure 2. In case of the best in measurements, the best
precision was obtained from Top-10 while the best recall and best F-measure was
found in Top-50.

The results given in Figure 4 show a similar result as the result of other dataset
pairs. The best F-measure from the top was from Top-50 and Bottom-50 for bottom
group while the worst was obtained from Top-10 and Bottom-10.

From all results of dataset pairs, we observed the results and found two issues.
The first one is that the list of extracted keywords contains a functional word (stop-
word) as shown in Table 8 and leads to incorrect results. Since the stop words were
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Figure 4. Top-10 to Top-50 keywords of Top-100 features and Bottom-10 to Bottom-50
words from Bottom-100 features evaluations from Reform-C-G

Category E11 Category E21
Rank Extracted Keyword Expert Decision Extracted Keyword Expert Decision

1 ศึกษา (study)
√

หลักสูตร (course)
√

2 โรงเรียน (school)
√

การเรียน (education)
√

3 การศึกษา (education)
√

การสอน (teaching)
√

4 เท่าเทียมกัน (equally)
√

คุณธรรม (virtue)
√

5 สถานศึกษา (school)
√

เพิ่ม (add)
√

6 ใน(in) × ใน (in) ×
7 อยาก (want) × วิชา (subject)

√

8 เด็ก (child)
√

จริยธรรม (morality)
√

9 ระดับ (Level)
√

เด็ก (child)
√

10 ด้าน (field) × ส่งเสริม (promote)
√

. . . . . . . . . . . . . . .

33 . . . เรียน (learn)
√

46 . . . การเรียนรู้ (learning)
√

Table 8. A list of Top-10 extracted and some lower ranked keywords from category E11
and E21

not considered as a keyword by human expert, this has direct effects on obtained
precision. If the stop words were removed from the keyword list, the precision should
be accordingly boosted and thus the F measure as well. The second issue was that
there are same semantic extracted keywords with different wording and part-of-
speech, for example, the term ‘เรียน’(learn), ‘ศึกษา’(study) and ‘การเรียน’(education).
The substring relations between words trigger decrement of term frequency and may
lower the keywords that should occur frequently but they are substring or superstring
of the others.
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5.4 Keyword Extraction for Both TFIDF and TF-IDFr

Since the results of F-measure were slightly different among TFIDF and TF-IDFr,
clarification on the effect of applying IDFr was investigated. Thus, we observed the
keyword extraction results and listed out the difference between the two methods.
According to the results of previous experiments, three pairs of datasets and three
groups of terms based on term-weight ranking were still focused. The different key-
words between the two methods which are TFIDF and TFIDF-IDFr were observed,
and those keywords were judged by three humans whether they were appropriate
terms as significant to represent the category or not. The positive ones were counted
and calculated into probability in the range of 0 to 1 for the lowest to the highest,
respectively. The different keyword evaluations of Top-100 ranked terms comparison
between TFIDF and TF-IDFr weighting from Reform-E-C, E-G, and C-G.

From Figure 5, in average, terms from TF-IDFr were evaluated for more signif-
icantly suitable for being a keyword as 71% while those from TFIDF were around
22% for the Top-100 ranked terms. Furthermore, the different terms from IDFr of
those in the middle and bottom group of Top-100 ranked terms were resulted sim-
ilarly to the top group. These indicated that IDFr effectively assisted in keyword
extraction in this dataset pair.
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Figure 5. Keyword evaluations on different terms of Top-100 ranked terms comparison
between TFIDF and TF-IDF-IDFr weighting with the average on probability by category
type from Reform-E-C

Similarly, to the previous results, terms from IDFr were evaluated to be better in
terms of term significance to represent hierarchical categories in every category. The
most difference was found in the middle layer categories where all IDFr calculations
can be applied. In average, TFIDFr generated different keywords which obtained
higher evaluation as 0.64 compared to 0.25 from common TFIDF for dataset pair
of E-G in Figure 6.

In this dataset pair of C-G in Figure 7, there is one case that different terms
from common IDF evaluate equal to those of IDFr. However, the overall evaluation
still insisted that TFIDFr performed better in all other cases. From all three dataset
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Figure 6. Keyword evaluations on different terms of Top-100 ranked terms comparison
between TFIDF and TF-IDF-IDFr weighting with the average on probability by category
type from Reform-E-G
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Figure 7. Keyword evaluations on different terms of Top-100 ranked terms comparison
between TFIDF and TF-IDF-IDFr weighting with the average on probability by category
type from Reform-C-G

pairs, different terms of TFIDFr were highly regarded from expert opinion on being
more significant to represent a category. The average of all categories was about
0.69 from TFIDFr while 0.26 from the baseline TFIDF.

5.5 Experimental Summary

This section summarizes the results from the above four experiments.

1. The relative IDFs (IDFr), including parent IDF, child IDF, sibling IDF, and
identify IDF, are shown to be effective for improving the classification accuracy
and the keyword extraction. For the single IDFr factor, the most effective IDF
family is ranked in the order of identity > sibling > child > parent. All types
of IDFr’s should be used as a multiplier (a promoter).
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2. For the combined IDFr factor, it seems the parent IDFr and the child IDFr are
the most effective factor to improve the classification accuracy.

3. For the keyword extraction, the Top-10, Top-20, Top-30, and Top-50 keywords
extracted by our TF-IDFr weightings are manually assessed to be better rep-
resentatives than the Bottom-10, Bottom-20, Bottom-30, and Bottom-50 key-
words.

4. The average P, R, and F of the Top-10 to Top-50 keywords extracted by the best
TF-IDFr weighting on all datasets are 67.78%, 26.61% and 36.27%, respectively.
The average P, R, and F of the Bottom-10 to Bottom-50 on all datasets are
24.95%, 10.08% and 13.66%, respectively. This implies that the top keywords
represent categories better than the bottom keywords do.

5. Comparing the keywords extracted by TFIDF and TF-IDFr weighting, the key-
words from TF-IDFr weighting outperform the keywords from TFIDF weighting,
for all categories in the hierarchical structure for all datasets.

6. As the error analysis, the two issues are (1) some stopwords are selected as
keywords and the substring relations between words. The former incorrectly
promotes stopwords as keywords and the latter triggers decrement of term fre-
quency and may lower the keywords that should occur frequently, but they are
substring or superstring of the others. If these issues can be solved, the results
of keyword extraction should be improved.

6 CONCLUSIONS

The IDFr calculation is language-free which means that it is not bound to any spe-
cific language. In this work, some observations can be made as follows. Firstly,
the Identity IDF, Parent IDF, Sibling IDF, and Child IDF should act as a pro-
moter in an addition to TFIDF rather than a demoter since all of the results from
multiplying are higher than applying a division. Secondly, from 225 of all tested
combinations, there are 67 operation cases (29.8%) that our method yielded supe-
rior results than the baseline, TFIDF smooth, on average classification accuracy on
all three Reform datasets. Thirdly, in a keyword extraction task evaluated by three
human experts, the average P, R, and F of the Top group (Top-10 to Top-50) from
all dataset pair is 67.78%, 26.61%, and 36.27% while the bottom group (Bottom-
10 to Bottom-50) obtained 24.95%, 10.08% and 13.66%, respectively. The results
are conclusive that the proposed IDFr can extract a list of relevant keywords from
hierarchy-based documents and effectively rank the relevant ones higher than the
irrelevant terms.

Another keyword extraction task evaluated by three human experts, the average
probability of the difference terms of Top-100 ranked terms of TF-IDFr weighting
from all dataset pair is 0.47 on top category, 0.74 middle category, and 0.73 bottom
category while TFIDF is 0.28 on top category, 0.29 middle category, and 0.25 bot-
tom category hence, we can conclude that our method outperform TFIDF baseline
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clearly. The incorrect results are the function words which a human disregards as
a keyword. To solve the issue, stop word removal can be applied to boost keyword
extraction performances. As our future work, the method to efficiently evaluate key-
words is needed. It is worth studying the extraction of keywords in several tree-like
or network-like structures, by exploiting semantic and higher level of information
to improve keyword extraction. Multi-lingual keywords are another topic of inter-
est.
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