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Abstract. We present a flexible human–robot interaction architecture that incor-
porates emotions and moods to provide a natural experience for humans. To deter-
mine the emotional state of the user, information representing eye gaze and facial
expression is combined with other contextual information such as whether the user
is asking questions or has been quiet for some time. Subsequently, an appropriate
robot behaviour is selected from a multi-path scenario. This architecture can be
easily adapted to interactions with non-embodied robots such as avatars on a mo-
bile device or a PC. We present the outcome of evaluating an implementation of
our proposed architecture as a whole, and also of its modules for detecting emotions
and questions. Results are promising and provide a basis for further development.
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1 INTRODUCTION

Social humanoid robots are becoming more and more commonplace. Their capa-
bilities are also increasing rapidly: they are equipped with a variety of sensors
to obtain information about the surrounding environment, including people, along
with a variety of mechanisms to perform human-like actions naturally. There-
fore, the importance of the Human–Robot Interaction (HRI) research is increas-
ing.

There is a perceived need for a system that could be used during HRI exper-
iments. Commercial manufacturers provide software frameworks for programming
their respective robots and executing code (e.g. NAOqi). Systems developed by
researchers are also becoming available [18, 20]. The problem is that such systems
are usually closed, engineered to operate on a specific type of robot, and cannot be
deployed on mobile devices.

One of the goals of our research is to improve the level of human–robot inter-
action (HRI) and design social robots with which humans can interact intuitively.
To achieve this, we have designed and implemented an architecture that allows
flexible interaction between humans and robots, which is the main contribution of
this paper. In this architecture, the emotional state and the mood of the user are
sensed on the basis of the users’ dialogue with the robot, their posture and ges-
ture, speech prosody, facial expression and eye gaze. An appropriate behaviour is
then selected on the basis of a multi-path scenario. This architecture can be easily
adapted to interactions with non-embodied robots such as avatars on mobile de-
vices or PCs. Here, we describe our proposed architecture and report on a series
of evaluation experiments. We also compare our architecture with other similar
systems.

This article is structured as follows. Section 2 discusses related work. Section 3
contains a high-level description and implementation details of our proposed archi-
tecture. In Section 4 we describe evaluation experiments and their results. Section 5
compares our architecture with other similar approaches, while concluding remarks
and directions for further research are presented in Section 6.

2 RELATED WORK

In recent years, many human–robot interaction architectures have been proposed
based on behaviour trees, multimodal systems and adaptive systems. In this section
we briefly describe some of these systems, along with their advantages and disad-
vantages. We focus on behaviour planning, decision-making using behaviour trees,
and benefits of following a multimodal approach.

Alonso-Martin et al. [16] propose a multimodal emotion detection system as
part of a larger Human–Robot Interaction system. It uses two channels of emotion
detection, namely voice and face video, which are combined into one emotion value.
A dialogue system is driven by this emotion value, acknowledging the intended effect
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on the user. Our proposed architecture uses a similar approach, but we also incor-
porate information gleaned from the ongoing human–robot dialogue to determine
the emotional state of the user.

In an earlier work, Breazeal [17], using her expressive anthropomorphic robot
Kismet, studied emotions and expressive behaviours in regulating social interaction
between a human and a robot in communicative and teaching scenarios. In this
work, models of humanoid robot emotions and their scientific basis are described,
and adapted for implementation in Kismet. They also use the prosody of the user’s
voice to detect their emotional stance. In the current prototype of our architecture
we rely on face video for emotion detection, but we also plan to incorporate speech
prosody in future versions. Moreover, at the moment we work with a non-expressive
humanoid robot Pepper, but we plan to use expressive humanoid robots such as
Little Einstein in the future.

More recently, Coronado et al. [20] proposed a robot programming framework
and an interface for the development of usable and flexible end-user applications.
The framework employs a component-based methodology, a block- and web-based
interface, and a behaviour tree approach to designing robot behaviour, all of which
can be combined to adopt the end-user development paradigm. This system is easy
to use from the end-user perspective, and cross-platform tools like ROS and ZeroMQ
are provided to enable the creation of platform-independent applications. It can also
be expanded with new sensory devices or robots. Our architecture shares the multi-
platform approach with the platform of Coronado et al., but the usability of our
interface will be addressed in the future versions.

Beer et al. [18] developed a framework for Levels of Robot Autonomy (LORA),
ranging from teleoperation (non-autonomous) to fully autonomous. Their frame-
work proposes a 10-point taxonomy for LORA, and relates it to three HRI variables,
namely acceptance, situation awareness, and reliability. However, compared to our
architecture, this work focuses mostly on autonomous robot operation.

A human–robot interaction framework that outlines a general structure of fu-
ture home service robots to assist humans in their home-based daily activities was
proposed by Lee et al. [19]. The authors describe three main interaction modules:
multimodal, cognitive, and emotional. The main function of the multi-modal inter-
action module is to make the interaction intuitive for the human user. The cognitive
interaction module facilitates cooperative sharing of tasks, while the emotional in-
teraction module maintains a close relationship between the human and the robot.
Our framework is also multimodal in terms of accepting inputs from various kinds of
sensors. We furthermore provide a cognition/perception module to infer higher-level
conceptual information from the basic input devices. For example, we can extract
the human’s emotional state from a video feed (see Subsection 4.2), as long as the
subject remains visible.

Ardila et al. implemented an adaptive controller for a robot arm [2], which can
adapt motion trajectories to the environment and an overall robot interaction profile.
This adaptive controller uses the PAD emotional model (Pleasure, Arousal and
Dominance), where PAD values are used to change the strategy of robot movements.
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This system generates affective motions in non-humanoid robots for more intuitive
human–robot interaction. In our approach, we focus on adjusting behaviours instead
of movements and our solution is capable of working on PCs, mobile devices and
humanoid robots.

Rincon et al. [3] propose a novel cognitive-robot control architecture to adapt
robot actions and motions to the dynamics of both the environment and the hu-
man. This solution involves incorporating “expressive states” in a cognitive model
that adapt to yield optimal robot control. The authors also provide deep-learning
algorithms for perception, cognitive models based on affects, and adaptive general-
ized predictive controllers (AGPC). Their system also relies on the PAD concept to
represent the robot’s emotional state. Adaptation is controlled by an AGPC, which
changes according to the cognitive state of the robot. The AGPC cost functions are
calculated using PAD values. An evaluation of the system showed that the robot
was able to perform tasks continuously with expressive and personalized behaviours.
This research focused on non-humanoid robots and adaptation of robot movements,
whereas our system is targeted for PCs, mobile devices and humanoid robots, and
we focus on adjusting behaviours as a whole rather than partially.

A framework based on an adaptive predictive control scheme and a fast dy-
namic and geometric identification process was proposed by Hagane et al. [4]. The
approach was demonstrated with a force-controlled wall-painting task performed
by a lightweight robot called KUKA. This research also includes a comparative
analysis of the performance of generalized predictive control (GPC), adaptive pro-
portional derivative gravity compensation, and adaptive GPC (AGPC). The results
revealed that predictive controllers are more suitable than adaptive PD controllers
with gravitational compensation, owing to the use of well-identified geometric and
inertial parameters. This work also focused on non-humanoid robots and on per-
forming movements adapted to the changing environment. In contrast, our research
focuses on adapting more general behaviours, and is targeted not only for robots,
but also for PCs and mobile devices.

Abiyev et al. proposed a novel behaviour tree (BT)-based control for decision-
making in robot soccer [5]. The robot analyzes the current world state and decides
how to act. The BT approach allows modelling of complicated situations with ease,
which constitutes an advantage of this technique over finite state machines, which
are widely used in robot control. An evaluation of the system performed by the
authors reveals that BT performs well at the task of playing robot soccer. Though
the use of BT in this system is similar to our approach, Abiyev’s work is more
focused on movements and goal-oriented decision-making, whereas our research is
focused on adapting the behaviour flow in a multi-platform system.

Marzinotto et al. [6] proposed a unified BT framework along with notions of
equivalence between BTs and Controlled Hybrid Dynamical Systems. They also
demonstrate the applicability of their framework to real systems by scheduling open-
loop actions in a grasping mission for the Nao robot. Their proposal to use BT
for movement control is interesting, but differs from our approach in that we use
a structure similar to BT for making decisions in a scenario tree.
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Arriaga et al. propose a novel approach to emotion and gender recognition using
only camera for human–robot interaction systems [11]. This approach uses a con-
volutional neural network (CNN) based on the simplified Google Xception model
architecture. The system, as implemented by the authors, achieved 96 % accurancy
in the IMDB gender dataset and 66 % in the FER-2013 emotion dataset, whereas
humans achieve an emotion detection accuracy of 65 % ± 5 % in the same dataset,
with the best solution peaking at 71 %. A major advantage of this model is its low
computational cost, which is achieved by cutting the number of network parame-
ters from 600 000 in the naive CNN implementation to 60 000, which corresponds
to a tenfold reduction compared to their initial naive implementation, and 80-fold
compared to the original CNN. This improvement enables the robot to run both
networks at the same time and obtain results in real time. In our work, we rely
on similar concepts for network design, but retrain the network with a larger data
set, and change the face detection method to make it faster and avoid frames with
undetected faces in high-framerate feeds.

Question detection in human–robot interaction is important: even if the robot
cannot answer the question, it should react to it in some way. Ando et al. [12]
propose a novel approach for question detection using lexical cues in addition to
acoustic data. They also proposed their own framework for training the network,
called feature-wise pre-training, which combines acoustic and phonetic features ef-
fectively. Their system achieved 66.8 % precision and 62.8 % recall for question
detection. These are remarkable results, but we nevertheless decided to use CNN
and mel spectrograms based on acoustic event detection for faster execution using
the simplified Xception model.

Inception modules in conventional neural networks can be interpreted as an in-
termediate step between regular convolution and depthwise separable convolution
operation (depthwise convolution followed by pointwise convolution). In this light,
depthwise separable convolution can be understood as an Inception module with
a maximally large number of towers. This observation led Chollet [13] to propose
a novel deep convolutional neural network architecture inspired by Inception, where
Inception modules have been replaced with depthwise separable convolutions of an
Xception architecture. This architecture achieved slightly better results on the im-
ageNet dataset than the inception model. In our work, we use a simplified version
of the Xception model (fewer layers) for emotion and question detection.

Zhang et al. described an approach to sound event detection using conventional
neural networks [14]. Conventionally, sound event recognition methods based on
informative front-end features such as MFCC, or with back-end sequencing meth-
ods such as HMM, tend to perform poorly in the presence of interfering acoustic
noise. As noise corruption is usually unavoidable, Zhang et al. proposed to use
CNN and spectrograms as a more robust solution. This method achieved excel-
lent performance under noise-corrupted conditions compared to the conventional
state-of-the-art approaches in standard evaluation tasks. In our research, we apply
the same basic idea to recognise questions, treating the last two-thirds as a sound
event.
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Perzanowski et al. presented a multimodal system for human–robot interac-
tion [7] using three different sources of commands: speech, gestures and PDA inter-
action. They assumed that with an integrated system, the user will be less concerned
with the means of communicating, and can therefore concentrate on the tasks and
goals at hand. Though this research is old, it still incorporates basic emotions and
demonstrates the advantages of a multimodal approach. We apply the same princi-
ple in designing our system.

Many research papers have been published in the area of human–robot inter-
action, adaptive movement or movement of robot parts, including the benefits of
behaviour trees and multimodal systems. Among the important directions of HRI
research is detection and analysis of emotions with the use of voice and face image.
An important aspect, which, as indicated by a study of the available literature, has
not been further explored, is the possibility of extending analysis of emotions to
include information obtained from the dialogue between a robot and a human, as
well as data from various types of sensors (for example, determining the robot’s po-
sition). Detecting emotions, including, primarily, image analysis performed for this
purpose, may exploit machine learning methods such as CNN. It is important that
these methods are trained on as large a data set as possible in order to obtain the
best possible results. As a result, the emotional attitude of the user may be accu-
rately determined. In parallel, an important conclusion from the presented analysis
is the need for universality of the developed solutions. Many of the systems analyzed
in this section are designed only for a specific device or class of devices. Evidently,
there is no existing multimodal human-computer interaction system that incorpo-
rates – whether fully or partially – behaviour trees for adaptation of behaviours,
and is capable of operating on multiple platforms (such as robots and mobile de-
vices). This is precisely what motivated us to initiate the research presented in this
paper.

3 ARCHITECTURE FOR MULTIMODAL
HUMAN-COMPUTER INTERACTION

Our architecture for multimodal human-computer interaction (see Figure 1) con-
sists of the following modules: Perception modules, Actions, Activity scripts and
Behaviour planner. Activity scripts represent scenarios, and are stored in the JSON
format. These scripts are used by the Behaviour planner to enact a scenario. The
Behaviour planner is the main module responsible for executing activity scripts and
choosing appropriate paths in the script according to data from perception modules.
Perception modules are responsible for extracting higher-level data about the user’s
interaction with the robot, based on raw data from the robot’s sensors. In the future,
we plan to augment this with external sensors. In the current prototype, there are
four perception modules: facial expression, gaze tracking, dialogue monitoring, and
speech prosody. The action module is responsible for executing simple actions, such
as saying something, moving forward, changing the direction of the robot’s gaze,
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making hand gestures, or displaying a video. Different actions can be combined for
more complex expressive movements.

Activity scripts

Actions

Perception components
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Question 
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Chat
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Figure 1. Framework architecture

Our proposed architecture has three main features:

Multi-platform: We designed our architecture to be able to work with different
robotic platforms. At the moment, we mostly work with the Pepper robot,
but we are planning to use other robots, such as Little Einstein, and also non-
embodied avatars running on computers or mobile devices. To incorporate this
multi-platform capability, we designed our architecture in such a way that only
the part responsible for robot/avatar actions and extracting sensory data is
dependent on the platform. All other parts of the system can be executed on
any platform equipped with a Python interpreter.

Multimodality: Obtaining information from multiple sensors and analysing it si-
multaneously can result in significant computing load, especially for a mobile
device with limited resources. To address this issue we decided to move most
of the analysis tasks to the cloud as microservices. This approach has another
benefit in that different platforms can share the same functionality through the
cloud to avoid duplication. Moreover, as new features are added to the cloud,
they become available across all platforms. In this way, we were able to deploy
e.g. emotion and question detection facilities.

Intelligent system: Through a number of in-the-wild studies on child-robot in-
teraction [21, 22], we have found that in order for a robot to behave naturally
towards a human it needs to have a basic understanding of what humans are
saying and where they are looking, along with some awareness of the surround-
ing environment. For example, the robot should be aware when a human is
asking it something and should answer appropriately. We plan to achieve this
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by using a multi-path scenario and an event system with break points. This is
explained in detail below.

Initially, we tried a simple approach, shown on the left in Figure 2, where there
was only one scenario, with the robot executing one behaviour. Clearly, this is
not very flexible, for the robot should be able to take different actions and execute
different behaviours depending on the context and user actions. To address this
issue, we created a module containing several activity scripts. These were organised
in a tree structure, with each node equipped with a condition, which determines
when the given path should be followed, and a sequence of actions (e.g. speak, move,
etc.) that the robot will perform while traversing the node. There are break points
between actions where events can be executed. Each event consist of a type and
a series of actions. Activity scripts also allow parallel looped paths for executing
continuous or regularly repeating actions during a scenario. We can express our
scenario structure formally in the following way:

scenario = (N,E,A,C,Ne, s) (1)

where N is a set of nodes, and E is a set of edges. Nodes contain one or more
actions from set A, a condition from set C and events from the set of events Ne:
for all n ∈ N , node n is labeled by (ne, a, c), where ne ∈ Ne, a ∈ A, c ∈ C. Every
event ne ∈ Ne is labeled by action and condition: (a, c) ∈ A× C . Every condition
assumes the form of K-SAT:(

x1
1 ∧ x2

1 ∧ · · · ∧ xn1
1

)
∨
(
x1
2 ∧ x2

2 ∧ · · · ∧ xn2
2

)
∨ · · · ∨

(
x1
k ∧ x2

k ∧ · · · ∧ xnk
k

)
(2)

where xj
i is a basic formula of the form a == | <= | >= |! = | > | < b, a and b are

constant values or variables representing object states, results of detecting humans
or emotions, etc. Ne are events defined per node. Every event has a set of actions
and a triggering condition. Scenario has one starting node s ∈ N and can have
many leaf nodes and cycles.

Algorithm 1 shows how action scripts work. The MAIN procedure contains the
main decision loop, where we browse the graph for child nodes, evaluating the con-
dition and then choosing the best node to follow, e.g. the first one for which the
condition evaluates to true. In addition to sequential nodes, we also identify paral-
lel ones. Such nodes are run in separate threads and they perform repeating tasks
with little to no impact on the main flow of the script, e.g. moving the robot’s head
in a repeating pattern. Parallel nodes can be stopped at any time, or terminate
themselves, but are usually stopped at the end of the script. The next step involves
execution of nodes (RUN procedure), with an event mechanism that operates as
follows. Before taking any action, we register, in a decision module, all events de-
fined for the given node. Event conditions are monitored in a parallel thread (see
the PROCESS EVENTS procedure). If a condition evaluates to true, a correspond-
ing event is executed. Execution is synchronised with the main flow of scenario by
locking a mutex which corresponds to the node. Actions are then performed sequen-
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tially. While this goes on, a decision module can decide to trigger – based on data
from perception components – one of the registered events. Such triggered events
can start immediately, if the currently running action permits this, or they can be
executed after the current action has ended. After executing all actions, the events
are deregistered, and will not be called unless registered again.

Algorithm 1 Behavior planner algorithm

procedure main
graph ← read node graph()
node ← get current node(graph) ▷ get root node
while graph.has next() do ▷ if current node has children

graph.set current node(node)
RUN(node)
successors ← get successors(node)
pss ← get passing sequential successors(successors)
pps ← get passing parallel successors(successors)
for each parallel successor ∈ pps do

start thread(parallel successor)

node ← get best successor(pss)

procedure RUN(node)
if check node start condition(node) == True then

for each event ∈ get events(node) do
add event to event monitoring list(event)

Execute in a new thread
PROCESS EVENTS(event monitoring list , thread)

for each action ∈ get actions(node) do
lock .acquire ▷ Check if some event is not triggered
action.run()
lock .release

for each event ∈ get events(node) do
remove event from event list(event)

Stop thread

procedure Process events(event monitoring list , thread)
while thread is running do

for each event ∈ event monitoring list do
if check event condition(event) == True then

lock .acquire
execute action(event)
lock .release

This architecture is loosely based on the concept of a behaviour tree [6]. Though
behaviour trees have a formal definition and are compact, they are difficult to use for
new users due to their non-intuitive structure. In contrast, directional graphs with
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Figure 2. Comparison between a simple scenario and a complex scenario

entry conditions are natural for computer scientists and can be readily used with
myriads of algorithms. Therefore, our representation is similar to a state machine
or a classical directional graph with conditional nodes.

In order to improve performance and to incorporate a multi-platform approach,
all the heavy computing perception modules, except the basic question detection
module, were implemented as microservices. In our previous research [10], we tested
several approaches to detecting the user’s gaze direction with a camera mounted on
a robot or a mobile device. Based on these results, we decided to use the OpenFace
library [8] for estimating the user’s gaze direction. Our solution also employs a sys-
tem we developed ourselves for determining the user’s gaze direction based on facial
landmark [9] and pupil detection.

A simple approach to detecting questions is based on the assumption that the
final second of a question exhibits higher pitch then the preceding several seconds.
This solution is simple enough to be computed locally rather than by uploading the
recording to the network, which might result in higher costs and increased complex-
ity. Therefore, this module was not implemented as a microservice.

A more complex approach would involve text-based question detection based on
a transcript returned by Google Cloud, followed by a dialog-act classification. This
method was not implemented in our framework, because initial tests revealed high
latency and cumulative error introduced by two main components: Polish speech-
to-text conversion and dialog-act classification. Other important issues included
the cost of using Google Cloud services, privacy issues (uploading the voice feed
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to Google Cloud) and the difficulty of implementing continuous detection (Google
Cloud limits streaming duration to 1 minute). Consequently, we decided to use
dialog-act classification using Mel Spectrograms of length 3 s, with one-second over-
lap, as input for a CNN classifier. The CNN architecture is based on the Xception
network with five Xception blocks and 200 000 parameters: we found that this works
well for rapid computation on relatively slow devices.

The training data set for the CNN was prepared as follows. First, we partitioned
audiobooks into distinct sentences and questions. All pieces containing more than
one sentence were then removed. Finally, we augmented the sound samples by
cropping 10 % of the data randomly, increasing volume by a factor between 2 and 5
(randomly), masking 10 % of possible data and replacing it with 0 s, adding 0.03 of
random noise, using VTLP (Vocal Tract Length Perturbation), changing pitch, and
varying speed by a factor between 0.5 and 2.0. For all data files, no augmentation
was applied in the first 20 % and the final 20 % of the audio file (as in [23]), and
we took the last 3 seconds of the data to extract its spectrogram. The training
data set was in Polish and consisted of 10 500 samples (3 600 before augmentation),
equally divided into questions and non-questions. The testing data set contained
7 500 samples with 1 150 questions (20 % of questions in the training data set prior
to augmentation), similar to real-life dialogue.

For emotion detection, we retrained the network used in [11] by adding one
Xception block and extending the training set threefold, with additional 100 000
images from “The Ryerson Audio-Visual Database data set” [15]. We also found
that using CNN to find the face in an image, instead of using a hog classifier, results
in a significant improvement in the face detection rate.

The main module for the robot is written in Python, and consists of the fol-
lowing sub-modules: The Action-script reader reads an action script and returns
a directional graph with one root and many possible paths to the end. The Configu-
ration manager is responsible for preparing the system environment. The Behaviour
engine is responsible for executing the graph produced by the Action-script reader.
It decides which of the multiple paths is to be followed based on data from the
Analysis module. The Analysis module collects data from the perception mod-
ules. It can perform local processing to further perform statistical analysis of the
raw sensory data robot and/or combine data from different sensors synchronously
or asynchronously, using sensor fusion algorithms. This module is also responsi-
ble for triggering events based on the collected/analysed data. Actions are prim-
itive operations stored as objects inside the graph produced by the Action-script
reader.

4 EVALUATION

To evaluate the efficacy of our architecture, especially with regard to emotion and
question detection modules, we conducted an experiment along with a number of
field studies. Below, we describe these tests and present their results.
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4.1 Verification of Scenario Execution

The first experiment involved an interview setting: the Pepper robot was the inter-
viewer and a human participant was the interviewee. The robot asked a number of
predetermined questions, and listened to responses from the interviewee. Figure 3
shows results before and after experiment surveys. In the aftermath of the interview,
subjects claimed to be less concerned about the robot.

Figure 3. Results before and after experiment survey (1)

Subsequently, we conducted a number of field studies (in-the-wild studies) in
which the Pepper robot interacted with children. Here, we discuss results from two
such studies. The first study involved kindergarten children (age 4–6) at a Polish
school in Kraków. The interaction scenarios were designed to match the children’s
capabilities, and included a drawing activity, a reading session (Pepper reads to the
children), dancing with the robot, and a question-answer session using the Wizard-
of-Oz paradigm (meaning that a human experimenter answered the children’s ques-
tions that were delivered through Pepper).

We conducted another such workshop with older children (age 5–13), where
we introduced a rock-paper-scissors game with Pepper, along with an extended
question-answer session. All experiments proceeded without any problems affecting
either the software or the robot, and were well received by the children.
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The presented experiments were performed using a simplified version of our
software (without emotion recognition and question detection); thus, to confirm that
the system works well when equipped with new modules, we conducted a small study
with the same setup as in the interview experiment, including emotion recognition
and question detection. Participants gave positive responses when robot reacted to
their behaviours. The questionnaires filled out by participants before and after the
interview (see Figure 4), reveal an increase in the level of anxiety. This was due to
the robot’s reaction to the behaviour of the participants, e.g. having detected that
a participant was sad, the robot asked if everything was okay. Such interruptions
could have prevented the participant from answering a previously asked question,
which made the participant feel a bit confused. This minor problem will be addressed
in a future version of our system. There were no other problems. The system
performed well and participants did not report any other issues.

Figure 4. Results before and after experiment survey (2)

4.2 Evaluation of the Emotion Classification Module

As mentioned above, we used a modification of the network proposed in [11] and
retrained it on a larger dataset. We also changed the face detection classifier from the
haar classifier in the OpenCV library to the CNN classifier in the dlib library. The
main reason for this change was better performance of the CNN classifier compared
to the haar classifier. In our tests, haar dropped many frames without detecting
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a face even though the face was clearly visible: in one experiment, the haar classifier
found the face in only 4 of 81 frames in one file, whereas CNN recognised the face
in 75 of 81 frames. The average rate of frames with undetected faces was 15 % when
using haar, but drooped to 8 % when using the CNN classifier.

For improving the efficacy of emotion detection we retrained our model on
a larger dataset. We added one additional Xception block to the network to increase
the model’s capacity, and added face scans extracted from the Ryerson Audio-Visual
Database [15] to the FER-2013 dataset. This caused an unbalance in the dataset
due to the lack of faces displaying disgust or surprise in the Ryerson Audio-Visual
Database. Figure 5 shows the confusion matrix of the retrained neural network on
the test dataset: we can observe that while results are generally promising, disgust
detection has a lower accuracy compared to other emotions like anger and sadness.
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Figure 5. Confusion matrix on the emotion test dataset

The average accuracy of the model is 86 % with 83 % recall.

4.3 Evaluation of Question Discovery Module

First we attempted a simple approach, resulting in peak accuracy of 70 % for one
class and 30 % for the other class, time or 55 % for both classes combined. A text-
based approach was abandoned after preliminary testing. An evaluation (confusion
matrix) of the question detection module using the CNN and Mel spectrograms is
shown in Figure 6.

On average, our model achieved 70 % precision and 80 % recall due to an un-
balanced test data set; however, when weighted with the number of samples, the
results improved to 88 % precision and 82 % recall.
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Figure 6. Confusion matrix on audio test dataset

5 COMPARISON WITH OTHER FRAMEWORKS

In this section we compare the main features of our architecture with other existing
systems for HRI. We selected external systems on the basis of the following crite-
ria: functional similarity, creation in the last 7 years (most are 2-3 years old) and
popularity (most have more then 10 citations). Other important factors included
a clear description of the system and a similar range of applications. We could not
test all other systems ourselves, as all information we have is based on published
papers and therefore the number of features which can be compared is limited to
those mentioned in such papers. We chose six features which are common to all sys-
tems and mentioned in their respective publications. The first and second features,
“Target environment” and “Compatible robots and environments”, correspond to
one of our main goals: multi-platform operation. As the next feature we chose “Un-
derstanding emotions” – we believe that recognising human emotion and exploiting
that information in the course of conversation is important and represents the fu-
ture of HRI, similar to “Question detection”. Next, we focused on the presence
of a GUI as it can greatly lower the skill threshold for interaction scenarios and
is important for that reason. The final two features, “Allows modification of sce-
nario according to changing environment” and “Decision algorithm” correspond to
our other goals, namely adaptivity and “intelligence” of the system. Some systems
include other important features, such as gesture recognition, but those features
are only present in a minority of the analyzed solutions, so we decided to omit
them.

Table 1 briefly summarizes the main features of five popular HRI systems, as
well as of our solution.
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All systems enable making adjustments in the scenario depending on changes
in the environment, for example user emotions. Our system, as well as the systems
described by Alonso-Martin, Röning and Liu use discrete emotion representation,
while the Ardila system uses a continuous pleasure arousal model. Both approaches
have advantages – in our opinion, discrete representation is simpler and easier to
understand. Moreover, in the Ardila system emotions mean the state of the robot,
while in other systems they express the state of the human in the environment, and
the Liu system not only recognizes human emotions, but can also display robot emo-
tions. Only the Coronado system does not employ an emotion detection module. We
think that emotions are one of most important channels in human communication;
what is more, humans tend to be more open when talking with a robot, showing
their emotions freely. Due to those facts, we believe that an emotion detection mod-
ule is an essential component of an HRI system. Our system includes a question
detection module; Alonso-Martin and Coronado systems can use one, if available,
due to their modular architecture. The question detection module enables more
natural conversation between the human and the robot, and is also simpler and less
demanding then a speech-to-text solution with an advanced chatbot to interpret and
respond to user speech. The Röning system uses such an online chatbot to answer
user questions. Our system can be run on most platforms and can interact not only
with robots, but also with virtual agents. Alonso-Martin and Liu systems are also
compatible with many robots.

Our system uses conditional trees whereas the Alonso-Martin system uses rules,
the Adrila system relies on a special algorithm, the Coronado system uses behaviour
trees and the remaining two systems use an unknown decision mechanism. In our
opinion our approach is equivalent to the rule-based approach in terms of simplicity,
and incorporates the advantages of the hierarchical approach, such as behaviour
trees. Only the last system has a graphical interface, but we plan to create one for
our system in the near future. From this simple comparison we can see that our
solution is needed because its features are not replicated by other freely available
systems. What is more, our system is more flexible than other solutions since it is
able to operate on most platforms and to be started on many systems.

6 CONCLUSIONS

Our goal was to create an architecture for human–robot interaction which is intu-
itive and incorporates the emotional state of the user. We developed an approach
based on behaviour trees for controlling the flow of interaction. To evaluate our
architecture, we implemented a prototype system and conducted a number of ex-
periments in varying conditions. We also carried out a detailed comparison of our
system with other similar systems. The results demonstrate the flexibility of our
architecture, which allows a robot to react to human questions in an appropriate
way. We also achieved good performance on the test data set with our recognition
module.
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The architecture is universal (can be applied in many scenarios), distributed
and heterogeneous: less demanding services can be located on the robot platform
or mobile device, while more complex ones (e.g. using neural networks to process
images or signals) can be offloaded to the public cloud or a local PC. This enables
efficient processing of multi-modal data. Owing to the microservice approach, the
system can be adapted to work in other environments (e.g. Virtual Machines instead
of the cloud and PC) and new hardware platforms (other robots or VR avatars).
Currently a single control module (Behaviour planner) is responsible for executing
a synchronous main scenario, represented by a graph, and processing asynchronous
events in parallel. In the future, this approach can be scaled up and several instances
of the Behaviour planner, controlling different robots, can be deployed.

In the future we also plan to conduct more extensive tests of the system and
generate an improved version based on user feedback.
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