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Abstract. The exponential growth of the number of documents in digital libraries
and on the Web calls for very intensive development of retrieval systems. One
possible architectural approach to IRS, an architecture with hidden verticals, is
proposed in this paper. In IRS with hidden verticals, documents from the searched
corpus are stored into a predefined set of classes. The user’s query is classified
before the search, and searching is done only within the corresponding class. The
performance of the proposed system is compared to the performance of standard
IRS (that contains a unique inverted index) and IRS with cluster pruning (in which
searching corpus is clustered and query is compared to the clusters’ centroids first,
then search is done only in the most similar cluster). Search time in the proposed
system is 7.9 times shorter than in the standard IRS and 1.7 times shorter than
in the system with cluster pruning. The precision of the proposed system is 2.59
times higher than the precision of the standard IRS, and 1.68 times better compared
to the IRS with cluster pruning. The recall of the proposed system is 1.09 times
smaller than the recall of the standard IRS, but it is 1.28 times better than the
recall of the IRS with cluster pruning. Based on the above results, we can say
that proposed approach reduces search time and increases search precision with
a minimal reduction in recall.
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1 INTRODUCTION

Information retrieval systems (IRS) [1] are the systems with the goal to search
a large corpus of documents and find the documents that the user needs. The IRS
are applied wherever there is a large amount of text documents: in digital libraries,
digital encyclopedias (such as Wikipedia), Internet searching services, etc. The
corpus that is retrieved by an IRS usually grows rapidly with time. For example,
in a Web search, the retrieved corpus consists of all the documents on the Web.
New documents are being added to the Web continuously which renders finding the
information needed by the user ever harder.

There are three basic requirements that IRS should satisfy:

• The response time should be as short as possible.

• The number of selected documents should not be too large. Experiments from
2006 that are presented in [2] show that 16% of users of the Web search engines
review the first few retrieved documents, 25% of them review the first page and
27% review only the first two pages. In [3] statistics from 2020 can be found. It
shows that 75% of the users never scroll past the first page of the search engine
results.

• The retrieved documents should satisfy the user’s information needs.

To improve all these parameters, vertical search (search on the given domain) [4,
5] and cluster pruning [6, 7] are often used. The idea of both methods is to group
the documents from the corpus by any criteria, and then search a single group or
several groups only, instead of searching the whole entries corpus.

In a vertical search, the groups are predefined, and the grouping of the docu-
ments is done by using classification. Anyone using an IRS with a vertical search
should define which group (domain) or set of domains should be retrieved. If the
searching is performed only within one domain, it is a domain-specific search. In
a cross-domain search, searching is done within the given set of domains.

In IR systems with cluster pruning the groups are not predefined and the end
user has no knowledge about the groups. The groups are formed based on similarity
among the documents in the corpus by using clustering methods. During the search
time, in the first phase, the group (cluster) that is most similar to the query is
determined, and in the second phase the determined group is retrieved.

An advantage of a vertical search is that classification methods are usually mul-
tiple times faster than clustering. This advantage is especially important when the
corpus searched is permanently changing (such is the case in the web searching sys-
tems). The advantages of clustering are that a labeled training set of documents
is not required and the end user should not need know about the groups. But, if
the searching corpus is dynamic, the clustering of the whole corpus should be done
periodically because the clusters’ centroids should be moved by adding new items.

In this paper, we propose an IRS structure that combines these two methods for
improving the performance of the IR system. In the proposed system, a classification
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method is used for grouping the documents from the corpus. The user query is
classified too, and the search is done only in the appropriate group (domain).

The paper is organized as follows. In Section 2, existing structures of the IRS
are explained. Section 3 presents the structure of the IRS with hidden verticals.
A comparison of the performance of the proposed system with a system without
grouping documents in the corpus, and with a system with clustering is shown in
Section 4. Section 5 summarizes the results of the proposed IRS structure.

2 IRS STRUCTURES

The information retrieval system accepts user queries in text form, retrieves the cor-
pus of the natural language text documents and returns the list of ranked retrieved
documents. In order to speed up the search process, the IRS creates an internal rep-
resentation of the documents known as inverted index. An inverted index contains
data about all the terms in the corpus (in which documents the term appears, how
frequently etc.), i.e., the inverted index is a structured representation of an unstruc-
tured corpus. Searching for the relevant documents is performed in a structured
inverted index, instead of in an unstructured large corpus.

The inverted index can be unique for the whole corpus, or can be divided into
partitions corresponding to groups of related documents. Depending on the method
of organization of the inverted index, three types of IRS structures can be defined:

• A standard IRS structure that uses a unique inverted index,

• An IRS structure with a vertical search in which the documents are grouped
into domains by using a classification method,

• An IRS structure with cluster pruning in which the documents are grouped
based on similarity by using a clustering method.

2.1 Standard Structure of IRS

From the observations in the previous section it follows that the major components
in an IRS are: the indexer (a component that creates the inverted index of the given
corpus) and the search engine (the component that searches the relevant documents
in the inverted index). The IRS usually contains a graphical user interface for
input of user queries and for displaying the resulting documents. The standard IRS
structure is shown in Figure 1.

Additionally, in web searching systems, a web crawler is an obligatory compo-
nent. A web crawler is a component that traverses the web and collects web pages
that make up the corpus to be searched.

2.2 Structure of IRS with Vertical Search

An IRS with a vertical search, or a domain-specific search system, contains a separate
index table for each domain. The user defines the query and the domain that will
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Figure 1. Standard IRS

be retrieved. Domains can be defined by different criteria, depending on the IRS
goals. In some search systems, the domains are defined by document types. For
example, the most widely used web searcher, Google, supports a vertical search in
the following domains: Images, Videos, News, Maps, Books, . . . (see Figure 2).
Searching by Google can be done without using verticals if the “Web” is selected as
the retrieved domain.

Figure 2. Google’s vertical retrieval

Other vertical retrieval systems are systems where the domains are defined by
specific topics like: biology, history, computer science, sport etc. In that case, in
order to create a different index for each domain, an IRS with a vertical search has to
include a tool for document classification into domains. The structure of that type
of vertical IRS is shown in Figure 3. For document classification in IRS, any one of
the methods for text classification can be used: Naive Bayes, SVM, neural networks,
k-nearest neighbors, logistic regression etc. (more on classification methods can be
found in [8, 9, 10] and in the references therein).

The vertical IRS always returns only documents from one domain (or from
a small number of domains). These systems are realized in one of the following
ways:
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Figure 3. IRS with vertical search

• By classifying documents from searching corpus before or during indexing phase.
This approach is frequently used and it is built into certain open source libraries
such as Lucene [11] and Solr [12].

• By using an “intelligent” web crawler – a web crawler that collects only docu-
ments from the given domain (see for example [13, 14, 15, 16, 17]),

• Retrieval by using a standard IRS and eliminating the irrelevant documents from
the returned ones by classification based filters,

• By adding domain-specific keywords to the user’s query, and then using the
standard IRS for searching (see [18, 19]).

2.3 Structure of IRS with Cluster Pruning

The use of clustering in information retrieval is based on the Clustering Hypothesis:
“closely associated documents tend to be relevant to the same requests” [20, 21].
Clustering in an IRS can be used in two ways:

• In the preprocessing phase – assumes clustering the documents in the corpus
before searching.

• In the postprocessing phase – assumes clustering the retrieved documents after
searching.

In Figure 4 the IRS with cluster pruning (in the preprocessing phase) is shown.
In comparison with the system from Figure 2, the Classification unit is replaced by
the Clustering unit and the output of this unit are cluster specifications. To create
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clusters, all the documents from the corpus should be processed. This process is very
intensive in terms of computational time and memory. The second disadvantage of
this structure is that the cluster specifications should be stored as well. Finally, this
method additionally slows down the inverted index update.
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Figure 4. IRS with cluster pruning

Clusters are represented by leaders: centroids [22] or medoids [23] (hypothetical
or real documents whose sum of distances to the other documents in the same cluster
is minimal). During the search phase, the query is firstly compared to all the leaders,
and in the second phase the search is done only in the inverted index of the cluster
corresponding to the most similar leader. If the number of clusters is

√
N (where

N is the number of documents in the corpus), similarities between the query and√
N leaders are computed, and then the similarities between the query and

√
N

(on average) documents from the appropriate cluster. In this way computational
complexity is 2

√
N in total, which is significantly less than N (in a standard IRS,

the similarity between the query and all the documents from the corpus should be
computed).

Clustering in the postprocessing phase is also discussed in many papers (for
example in [24, 25, 26]). The main disadvantage of standard IRS systems is that they
occasionally return much more irrelevant documents than relevant ones, a behavior
that is oftentimes unavoidable. For example, if the user’s query is “jaguar”, the
IRS will return documents about the animal jaguar, and documents about the car
Jaguar. If the results were clustered, one cluster would contain documents about
animals, and another about cars, which would enable user to easily decide which
documents to read.
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3 STRUCTURE OF IRS WITH HIDDEN VERTICALS

The IRS structure with a hidden vertical search is a hybrid structure based on the
structure with a vertical search and the structure with cluster pruning. In this
structure documents are grouped by a classification method (as in the system with
verticals), but the end user is not aware of the verticals (domains). The domain of
the query is also determined by the classification method. This can be very helpful
because the end user often cannot determine the domain of his query. At times,
query classification can be very difficult. For example, many terms are common
for documents from the domain of philosophy and documents from the domain of
sociology; or for documents about statistics and documents about data mining. In
these cases, the search can be done in two or more similar domains. The classifier
can return the most likely domain, or the list of possible domains. The structure of
the IRS with hidden verticals is shown in Figure 5.
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Figure 5. IRS with hidden vertical search

The next question is how to select an optimal classification algorithm among
a huge number of existing text classification algorithms (a comprehensive overview
of text classification algorithms can be found in [27]), and constantly published
new ones (for example [28]). Specificity of the proposed system is that the same
method should be used for both document and query classification where queries are
extremely short. According to research from [3], the length of the query in 50% of the
cases is up to three words. Similar problem is solved in the research described in [29].
The paper compares the performances of classification algorithms in classification
of texts from social networks. Many of these texts are quite short, although not as
short as queries. There is no general recommendation which algorithm should be
used, but good results are reached by Random Forest and Naive Bayes algorithms.
In paper [30] we tested the set of classification algorithms in document and query
classification. Results of that research are shown in. In the paper we compared
following classification algorithms:
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• Random Forest [31],

• Naive Bayes Multinomial [32, 33],

• Bernoulli Naive Bayes [32, 33] and

• SVM [34, 35].

Our experiments showed that a Naive Bayesian Multinomial classifier has about
the same results in document classification as an SVM classifier, but it was many
times better in a short query classification. Based on the properties of the compared
classifiers, we chose the NB classifier for both document and query classification.

4 COMPARATIVE ANALYSIS OF THE IR SYSTEMS
WITH DIFFERENT ARCHITECTURES

To test the performance of the proposed architecture, we developed IR systems
based on the standard architecture, based on architecture with cluster pruning, and
based on architecture with a hidden vertical search. Classification and clustering
we used from Weka 3.8.2 library [36]. The classification and clustering model was
created by using the StringToWordVector filter that gets a vector with up to 1 000
words from each document. IDFTransform and TFTransform were turned on, and
also a stop words list was used. For classification Multinomial Naive Bayesian al-
gorithm is used. For clustering, the K-means algorithm was used. This algorithm
uses a distance (dissimilarity) measure between objects for grouping them into clus-
ters. K-means is typically used with a Euclidean distance measure, but for text
documents cosine similarity is recommended as a similarity measure. Therefore, we
used a custom distance measure calculated by the formula (1 − cos θ) which is not
implemented in Weka. Indexing and searching was implemented using the Lucene
6.5.0 library [11].

For evaluating the system, we needed a corpus of classified documents and a cor-
pus of classified queries, and for each pair (⟨document⟩, ⟨query⟩) the relevance of the
document to the query needed to be assessed. There are many benchmark corpora
for document classification testing, and some corpora of documents and queries for
testing information retrieval systems, such as TREC [37], for example. But, there
are no known corpora that can be used for both purposes. Because of that, we
created the Wikipedia corpus – corpus containing 1225 documents that were taken
from the Wikipedia website, and 102 queries suitable for searching in the docu-
ment corpus. The documents and queries are classified into 10 classes: architecture,
art, biology, chemistry, computer science and informatics, literature, mathematics,
music, philosophy and physics.

We conducted the experiments on Lenovo W530, the basic parameters of which
are shown in Table 1.

First we tested the time and memory complexities of the considered systems.
To this end we measured:
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CPU Intel® Core™ i7-3740QM CPU@2.70GHz
RAM 16GB
OS Windows 8.1 Professional (x64)
GPU NVIDIA Quadro K2000M
Hard disc 128GB SSD-Samsung SM841

Table 1. Experimental system performances

• The creation time of the inverted index including the classification/clustering
model creating time (TIIM), and excluding the model creating time (TII). In
the case of the standard information retrieval system, those two times are equal
because in that case no model is required.

• The memory needed for inverted index storage (MII),

• The average search time for the given set of queries (TS).

The results of the experiments are shown in Table 2. The rows in the table
represent following:

• IRS S – standard IRS structure,

• IRS CP10 – IRS structure with cluster pruning by using of 10 clusters. 10 is
chosen as the number of clusters because our corpus contains 10 classes.

• IRS CP6 – IRS structure with cluster pruning by using of 6 clusters. 6 is chosen
as the number of cluster because the best retrieving quality (measured by recall,
precision and F1 measure) is achieved when the number of clusters was 6.

• IRS HV – IRS structure with hidden verticals,

• IRS Type1/IRS Type2 – ratios of the specified parameters of the IRS of Type1
and the IRS of Type2, i.e.

(IRS Type1/IRS Type2 )x =
IRS Type1 x

IRS Type2 x

where x is the observed parameter. In this table:

x ∈ {TIIM , TII ,MII , TS}.

When all parameters are measured, experiments are repeated 10 times and av-
erage values are shown in the table. When searching time is measured, the time
of the search of the first query is excluded, because Lucene needed extra time for
initialization and searching time of the first query is longer then searching time of
the following queries.

From Table 2 we can see that creating the inverted index is the fastest for stan-
dard structure. This was expected because in the other two systems the documents
should be clustered or classified before indexing.
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TIIM [s] TII [s] MII [MB] TS [ms]

IRS S 1.14 1.14 6.27 2.37
IRS CP10 7.91 2.41 7.41 0.48
IRS CP6 5.17 2.16 7.08 0.51
IRS HV 3.95 2.39 7.46 0.3
IRS CP10/IRS S 6.93 2.12 1.19 0.2
IRS CP6/IRS S 4.54 1.73 1.13 0.22
IRS HV/IRS S 3.46 2.1 1.19 0.13
IRS HV/IRS CP10 0.5 0.99 1.01 0.62
IRS HV/IRS CP6 0.76 1.11 1.05 0.59

Table 2. Properties of the IRS with different architectures

IRS with cluster pruning and IRS with hidden verticals need clustering/classi-
fication model to be created before inverted index generation. As is stated above,
in IRS with cluster pruning a new model should be created whenever the corpus
changes significantly. Because of that, when IRS with cluster pruning is considered,
real inverted index creating time includes clustering model generation. In the case
of IRS with hidden verticals, model creating is usually done independently of index
generation. The model should be tested before usage, and should not be changed
later. In that case, time for inverted index generation should be considered without
model generation. However, in order to test the systems under the same conditions,
the table contains the times for inverted index generation with and without model
generation for both systems. When the model creating time is included, the IRS
with cluster pruning is slower. When this time is excluded, inverted index creating
times for these two types of the systems are approximately equal. However, if
we consider the real use case, inverted index generation time of IRS with hidden
verticals excluding model generation time and inverted index generation time of IRS
with cluster pruning including model generation time should be compared. In that
case, the IRS with hidden verticals is much faster.

When it comes to storing the index, the standard structure requires the smallest
amount of storage, while the structure with cluster pruning needs 19% (13%) more
memory depending on the number of clusters. The structure with hidden verticals
uses 19% more storage than the standard structure. An increase in the used memory
space occurs because the inverted index of each cluster (or class) contains its own
dictionary, i.e., an almost identical dictionary is stored many times in these cases.
Therefore, the inverted index of a system with 6 clusters takes up slightly less
memory space. When the number of classes and the number of clusters are equal,
index storage in the system with cluster pruning and index storage in the system
with hidden verticals are approximately equal.

The parameter more important than the time to create an index and the storage
needed for an inverted index is the search time. Search time in the standard structure
is just the time of the search in the inverted index. In the structure with cluster
pruning this time consists of the time needed to perform the clustering of the search
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query and to search a specific index. Similarly, in the structure with hidden verticals,
this time consists of the time needed to perform a classification with a Naive Bayes
Multinomial algorithm and to search in a specific index. In a situation like this,
where all the results show the time needed for an end to end search, we can see
the structure with hidden verticals performs the best, as it is 7.9 times faster than
the standard IRS, and 1.6 or 1.7 times faster than the IRS with cluster pruning
(depending whether 10 or 6 clusters are used). The reason for that is the fast
classification using the Naive Bayes Multinomial algorithm, and a search done on a
small subset of data. From a performance point of view, we can conclude that the
structure with hidden verticals is the implementation that performs the best.

Our testing corpus is very small compared to corpora in real IR systems. In
order to get an impression of what the relationship of these parameters will be
in real systems, we repeated experiments on corpora of 1 000, 2 000, 5 000, 10 000,
20 000 and 50 000 documents. Results of these experiments are shown in Figure 6.

Figure 6. Changing of IRS properties by increasing searching corpus
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As it shows, the inverted index creating time that includes model creating time
exponentially grows with corpus growing in the systems with cluster pruning. If the
model is not regenerated, the creating times are approximately equal for all systems
with divided inverted index. Memory needed for index storage is changed in the
same way in all systems. With the growth of the corpus, difference in storage in the
case of the unique and divided inverted index (expressed in percentages) decreases.
The greatest improvement in the use of a divided inverted index is reflected in
the search time. Difference between search time in standard IRS and in any IRS
with divided inverted index increases significantly with increasing the corpus size.
Difference between search time in the system with cluster pruning and in the system
with hidden verticals becomes negligible with the growth of the corpus because query
clustering or classification time becomes much smaller than the inverted index search
time.

Finally, the search quality was assessed.
For the Wikipedia corpus of documents and queries, relevant and irrelevant

documents were marked and computed recall, precision and balanced F measure
(F1 measure) for the search results of each query for different architectures of IRS
were computed. The average values of these values are shown in Table 3, and
graphical preview of these results is shown in the chart in Figure 7.

Recall Precision bfF1

IRS S 0.879 0.108 0.163
IRS CP 0.631 0.167 0.232
IRS HV 0.807 0.280 0.369
IRS CP/IRS S 0.72 1.55 1.42
IRS HV/IRS S 0.92 2.59 2.26
IRS HV/IRS CP 1.28 1.68 1.59

Table 3. Evaluation of IRS systems

As we expected, when the standard IRS is used, the result list contains many
documents, but many of them are irrelevant for the query. Because of that, the IRS
with the standard structure has the best recall, but the precision is very small. If
any architecture with a divided inverted index is used, the number of the retrieved
documents is smaller, and the precision is better. By reducing the number of re-
trieved documents, the number of retrieved relevant documents is reduced, too. It
causes a reduction of the system recall.

In the case when the IRS with cluster pruning is used, achieved precision is 1.55
times better, and recall is reduced 1.39 times.

The system with hidden verticals increases precision even more with a much
smaller reduction in recall. Namely, the precision of the IRS with hidden verticals
is 2.59 times greater than the precision of the standard IRS, while the recall is 1.09
times smaller.

Results of each query were analyzed and for the queries classified correctly the
recall of the standard IRS and IRS with hidden verticals turned out to be mostly
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Figure 7. Performance of IRS with different architectures

identical. Table 4 compares the IRS with a standard structure and the IRS with
hidden verticals only for queries that are classified correctly. In that case, it can
be seen from the table that recalls of both systems are approximately equal, but
the precision of the IRS for the system with hidden verticals is 2.61 times better.
It follows that the critical point in the proposed system is query classification and
it will be an important task for future work. Future research will include different
algorithms for documents and query classification. For query classification sereval
existing methods for short text classification can be used (such as LSA [38], Bag of
concepts [39], etc.), or especially algorithms for query classification (see for exam-
ple [40, 41, 42]).

Recall Precision F1

IRS S 0.883 0.114 0.171
IRS HV 0.858 0.298 0.393
IRS HV/IRS S 0.97 2.61 2.3

Table 4. Evaluation of IRS systems with correctly classified queries

5 CONCLUSIONS

The corpus size in retrieval systems becomes bigger and bigger (specially in web
retrieval systems). Because of that, improving the overall performance of an infor-
mation retrieval system is frequently an issue to be solved. In this paper, we propose
an IRS with hidden verticals to improve the search time and precision of the system.
Our approach consists of the classification of both the retrieved corpus of documents
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and the user’s query. Documents are classified before indexing, and index tables are
created for each class separately. When the user’s query is submitted, it is classified
too, and the search is done in the corresponding inverted index. In this way, the
search space is reduced by a factor approximately equal to the number of defined
classes.

We verified the proposed architecture of the IRS by experiments. We compared
our approach to other conventional approaches: to the IRS with a unique inverted
index (the standard IRS) and to the IRS with cluster pruning (in which documents
for searching are clustered and a separate inverted index is created for each clus-
ter).

The results showed that the standard IRS brings the best recall, but its precision
is very small and the search time is the worst. The system with cluster pruning brings
some improvements in precision and search time, at the cost of reducing the recall.
Our approach increases precision, and reduces search time, while the reduction of
recall (compared to the standard IRS) is much less. Although our method shows
a good performance in the experiments, we believe it can be further improved by
increasing the accuracy of the query classification. That should be a topic for our
future work.
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Faculty of Electronic Engineering. He is interested in data min-
ing, information retrieval, and business analysis.

Ivica Markovi�c is Teaching Assistant at the University of
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