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Abstract. The Internet of Things (IoT), as a concept, was not officially named un-
til 1999 where it was still used by big computer and communication companies. It is
the connection between objects anywhere, anytime, using internet communication.
IoT is one of the network concepts which are growing rapidly in the last few years.
The connected devices reach billions which leads to a huge increase in data transfer
through the network. This rapid increase of transferred data is overloading net-
work servers which result in more processing and routing time. Fog computing and
cloud computing paradigms extend the edge of the network, thus enabling a new
variety of applications and services. In this research, we focus on the processing
and routing time, moreover, we present a new model in the application layer of
the IoT system to classify IoT applications according to their valued data. Also,
we work on modeling the fog computing architecture and use the cell operator as
the main fog center to store data and compare its performance with the traditional
model. We present a comparative study with the traditional IoT architecture based
on classifying applications and define a priority for each application. We aim to
give solutions to lower data transmission time, reduce routing processes, decrease
internet usages, increase response speed, deliver important and sensitive data first,
improve the quality of services, enhance the overall performance of IoT systems by
depending on fog network as the main layer for processing and storing data, then by
giving each application a priority value to be served according to it where the appli-
cation with the highest priority is served first on the network. Our method which
is based on static priority shows better performance and management against the
RWS and DRAG method which are based on many parameters to take a decision.

Keywords: Fog computing revolution, processing time, speed, reliability, band-
width drop, traffic congestion, priority-based scheduling packets, IoT application
priorities

1 INTRODUCTION

IoT is being used in almost all fields such as homes, industries, healthcare, and
many others. Since IoT uses a lot of technologies and protocols to serve different
devices connected. Every day new and different technologies arise, and here comes
the power of IoT where it covers a variety of technologies to take the benefits of each
technology. Fog computing is a decentralized computing architecture where data is
processed and stored between the source of origin and a cloud infrastructure This
results in decreasing data transmission overloading, hence, improves the performance
of computing in Cloud platforms by reducing the requirement to process and store
large volumes of superfluous data. But this development will introduce many new
challenges.

A scalable and reliable technique should be implemented to pass the challenges
with the fast development of IoT and the rapid growth of connected devices as
development work which is an extension of work originally presented in [1]. Internet
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is a network of interconnected networks that allows communication between people
no matter how far they are. Nowadays you can communicate with your friends
and family no matter where they are located with the existence of the internet [2].
IoT technology includes a large collection of networked objects, frameworks, and
sensors, which takes the benefits of development in computing power, electronics
miniaturization, and network interconnections to provide new capabilities that are
unrealistic. [3]. This innovation ensures to be beneficial for people with inabilities,
allowing improved levels of independence and quality of life at a sensible cost [4] It
was broadly utilized in smart homes, smart wearable, smart city, smart environment,
and smart enterprises [5]. On the opposite side, communication is the main part of
IoT; Device-to-Device, Device-to-Cloud, and Device-to-Gateway [6]. Nevertheless,
the expanding number of connected devices will reach 50 billion, as Cisco claims, by
2020 [7]. And a large number of the newly connected devices will be at the edge of the
network and will require support for mobility, low latency, real time, and location-
aware services. These are the challenges for the traditional cloud architecture which
launch a new computational paradigm named fog computing. It should be clear that
fog computing is not a substitution for cloud computing, these paradigms should be
taken as a complement for each other to support real time, low latency applications
that happen at the edge of the network. The rest of the paper is organized as
follows: Section 2 contains a contribution to the state of the art, Section 3 describes
the architecture of IoT. Section 4 identifies the challenges. Solutions will be listed
and described in details in Section 5, Section 6 consists of a comparison between
the methods, Section 7 shows a theoretical study of the work, Section 8 explains the
experimental result and finally, Section 9 concludes the work.

2 STATE OF THE ART

Technology nowadays is developing in a fast way to improve human life and make
it easier [5]. One of the technologies that have made a huge improvement in our
daily lives is the internet. The growth of IoT depends on the devices around you
that need to be interconnected, so as much as these devices increase the network of
IoT increases [2]. Cloud computing, in the last years, has added a new dimension
to the traditional means of computations and data storage. Researchers in [8] have
suggested interference-aware scheduling for IoT sensors-based health care systems,
it uses data size and sampling rate as a parameter for scheduling. It efficiently de-
creases the interference between sensors and eliminates the loss of data. In [9] two
schemes for enhancing the IoT communication are proposed: the preconfigured ac-
cess and joint spatial and code domain, they are an extension of the multi-user shared
access (MUSA) scheme to the spatial domain. The authors in [10] have proposed an
Efficient Task Scheduling in the Internet of Things (ETSI) algorithm. It schedules
different tasks to the suitable nodes. The ETSI algorithm was said to be effective for
task execution when compared to related algorithms. Al-Kashoash in [11] developes
packet discarding based node clustering (PDC) for congestion control where all the
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nodes presented in a specific domain of interest are clustered into many groups, and
for each group, a cluster head is selected and a PDNC is implemented at each node to
reduce the number of packets affected during congestion. In [12] they implemented
a dynamic congestion control for a hierarchical information-centric network model
for IoT sensor networks. with many research and work efforts to deploy queuing
models to solve congestion problems. Kumar in [13] proposes a model that assumes
that the region is divided into square grids. The number of grids is dependent on the
resolution of the grid. Analysts in [14] design a technology to help reduce congestion
and develop a control method to modulate data transmission rate whenever a fluc-
tuation is presented in bandwidth and delays. Researchers have proposed a new way
to improve the performance of TCP networks. The proposed technique implements
TCP cubic to ensure steady-state to reduce packet drop, their experimental results
showed proper enhancement in the case of throughput and interprotocol fairness
for the proposed approach. In [15] a proposed improvement over TCP Westwood
(TCPW), which is an adaptive sliding window algorithm used for narrow band-IoT
(NB-IoT), used to enhance the status report policy in the RLC protocol stack of the
radio link control layer of the NB-IoT to regulate data transmission and to achieve
automatic repeat-request retransmission. The polling-TCPW intensifies throughput
and decreases transmission delay of RLC with a guaranteed system stability.

3 ARCHITECTURE

There is still no common architecture for IoT systems but various architecture pro-
posed by different researchers. The most fundamental architecture (Figure 1) has
three layers: Perception, Network, and Application [16].

Figure 1. Three-layer basic architecture

Perception Layer. The perception layer additionally can be named as a sensing
layer [17]. The primary job of this layer is to sense and accumulate physical data
variation from the environment and then transform the sensed data into digi-
tal information. Sensors, cameras, and Radio Frequency Identification Devices
(RFID) are examples of objects that are present in this layer [18]. Sensors are
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the real item that gathers information and other object using various short-range
communication protocols like WiFi, Bluetooth, and other technology [19].

Network Layers. As it is considered the main part of the system, the network
layer support secure data transmission between the perception layer and the
application layer [20]. Also, it provides services that enable seamless connectivity
between devices and services such as addressing, routing, resource optimization,
security, Quality of Service (QoS), and mobility support [21].

Application Layer. The top layer in IoT architecture is the application layer.
This layer gives customized services based on user-relevant needs [22]. This
layer’s main responsibility is to link the major gap between users and applica-
tions. It combines the industry to achieve the high-level intelligent applications
type solutions such as disaster monitoring, health monitoring, transposition, and
fortune, medical and ecological environment, and handled global management
compatible to all intelligent type applications [23].

4 CHALLENGES

IoT is a network of networks in which a huge number of objects, sensors, and de-
vices are connected through a communications infrastructure to provide valued ser-
vices [24]. By 2021, 94% of workloads and compute instances will be processed
by cloud data centers while 6% only will be processed by traditional data cen-
ters [25], while mobile devices are counted for most methods for service applica-
tions [26]. Therefore, there will be a gigantic focus on the cloud leading to a heavy
load on it [27], hence the performance will be affected and traffic congestion occurs.
Traffic congestion could cause a lot of problems such as delays, packet loss, and
timeouts [28]. By merging cloud and fog networks we can overcome the issue of
overloading. According to literature research, the most important challenges are:

Processing Time. Processing delay is the time it takes the routers to process the
packet header for error checking or determining next the destination while fog
network for local user and cloud network for roaming user.

Routing Traffic. Routing is the process of selecting a path for traffic in a network,
or between multiple networks. Distributing data on fog and cloud will help in
reducing the routing table and routing process by eliminating the upper edge
(Cloud) when we are on the local network.

Speed. Fog network is closer for the user than cloud network which means that
using fog is faster than the cloud. Moreover, fog is the link between user and
cloud and retransmitting data from fog to cloud will take more time in sending
and receiving.

Bandwidth. In a network, bandwidth is the amount of data that can be transmit-
ted in a fixed amount of time. The lack of bandwidth will interrupt the IoT
services.
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Performance. By achieving the first four challenges the performance will be much
better. Reduced routing processes help deliver data in less time by reducing the
time needed in routing processes, Also the increased speed of data transmission
gives fast response time. Moreover, the more bandwidth you have, the more
data you can load at once.

Quality of Service. QoS is a set of technologies that work on a network to guar-
antee its ability to dependably run high-priority applications and traffic under
limited network capacity. QoS technologies accomplish this by providing dif-
ferentiated handling and capacity allocation to specific flows in network traf-
fic. This enables the network rules to assign the order in which packets are
handled, and the amount of bandwidth afforded to that application or traffic
flow.

5 SOLUTION

A scalable and reliable model should be implemented to pass the challenges with
the fast development of IoT and the rapid growth of connected devices. We work
with solutions in different IoT layers the network and the application layer. This
section covers the present systems, the cloud-centric, fog offloading, priority schedul-
ing, and our new method that merges the two systems in one to take their advan-
tages.

Cloud-Centric. Cloud computing supports infrastructures, platforms, software,
and storage as a service for the IoT system and users. Aneka is a cloud-centric
system that offers a wide variety of services with multiple programming models
for all kinds of clients. also, Aneka uses the resources and computing power of
public and private cloud to give better performance and scalable storage [29].
The cooperation of public and private cloud requires an extra handling process
in the background to guarantee QoS and privacy because of information sharing
among private and public. Cloud-centric still relies on a middleware layer to de-
liver user data to cloud storage which implies that data needs more transmission
time and introduces more routing delays.

Fog Offloading. Offloading is the process of distributing the load on many fog
nodes to reduce IoT service delays. It can help mobile devices with overcoming
resource limitations by offloading computationally intensive tasks to the remote
cloud servers [30]. Naha in [31] presents a new framework that minimizes the
processing delay when offloading requests, but still uses a cloud network for
storage and transparent tasks to choose when to offload. The problem is when
deciding to offload to another busy fog, we check for another fog which derives
an increment in waiting time, moreover, offloading presents additional queuing
time.

Dynamic Routing Algorithm for priority Guarantee, DRAG. DRAG is
a method based on a priority scheduling schema. The main idea of this method
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is to deliver as many as possible packets taking into consideration the level of
priorities of these packets. So, it is focusing on delivering as many as possible
packets of higher priorities concerning location, cost, remaining energy, and other
parameters of these packets. This method guarantees the priority of packets
using a queue management policy [32].

Figure 2. DRAG Scheduling (Source: Sun, Xu: Dynamic Routing Algorithm for Priority
Guarantee in Low Duty-Cycled Wireless Sensor Networks [32])

Random Weighted Scheduling, RWS. RWS is a method that first selected the
packets and assigned them to a priority queue then processed the packets based
on a priority scheduling method. The packets are assigned to a queue based
on a priority value (2 bit) find in the packet. Then a random priority number
is generated and assigned for each packet in the queue and it is used to select
a packet from a queue. Then NB (Number of Back-offs), BE (Back-off Expo-
nent), and CW (Contention Window) parameters are generated after selecting
the packet to allow fast channel access for data with lower values of CW and
BE. CW is the number of back-off periods that the channel activity needs to be
clear before starting packet transmission, BE is the number of back-off periods
that a device before attempting to access the channel should wait and NB is the
number of back-offs when the medium is busy [33].

While these methods and other methods use dynamic priority calculations to
schedule and process data packets and assign each packet a level of priority. But
dynamic priority calculations need more processing, time, energy, and cost to sched-
ule the packets. So, we come up with a static priority calculation to assign packets
a level of priority using a static table [34]. This static method will save more pro-
cessing time, energy, and cost.

6 IOT PLUS

Our new method (Figure 4) depends on merging cloud networks and fog networks
but with an independence of each other. The process goes through phases: classify
applications and sensors, remove encryption from unconfidential data.
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Figure 3. RWS Scheduling (Source: Sheikh, Wolhuter, Engelbrecht: A Random Priority-
Based Scheduling Strategy for Wireless Sensor Networks Using Contiki [33])

Classifying Application and Sensors. In this process application and sensors,
a node is arranged according to its function, priority, and level of served objects.
Priority is varied from one application to another, for example an application
that delivers the body temperature of a patient has higher priority on the ap-
plication that sends the temperature of his home, while a similar individual
uses the same application, same detected information, but in a different situa-
tion.

This step plays a major role during maintenance, monitoring, and busy hours.
Although sometimes the bandwidth drops down due to various reasons like noise,
rain, and others. During this drop, data must be managed and served according
to its value. This method is a static priority scheduling security method which
schedules, secures, and processes packets based on their priority values and the
system traffic status. These priority values are selected from a static table
containing the priorities for each IoT application type. IoT applications will
be classified and arranged from higher to less priority based on the application
type to create a static priority table. After classifying applications, the data
coming from applications of higher priority will be processed first, and then
the data coming from applications of lower priority. Thus, urgent and sensitive
data will have a higher priority for better performance. Each packet will be
processed with a different level of priority according to the traffic status of the
system.

In this method, we have referred to a survey and relevant reliable statistics about
IoT application priorities to create the application priorities table. The survey was
made to sort IoT applications based on their priority and the statistics were graphs
that show the most used applications, the most applications countries spent money
on, and the applications that need a high security to analyze and sort applications
to create the static table of application priorities. The survey has been distributed
to 300 individuals who work as Internet service providers, network engineers, and
instructors related to the field of computer and communication networks. The form
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was created using Google Forms and contains an explanation of each application and
how to set priority for each one. The form was distributed through email addresses
for the domain experts to give relevant value in application priority to get a clear
view sorting application from the most used application (higher priority) to the
lowest one (lower priority). After analyzing the survey results and the graphs we
come up with an IoT application priorities table (see Table 1).

Figure 4. Hosting IoT on fog and cloud centers

After creating the IoT application priorities, we will schedule and manage pack-
ets using the DSCP (Differentiated Services Code Point) field. DSCP is a field found
in the packet header which is used to classify traffic of packets and deliver packets
with high priorities with the best effort. DSCP field is composed of 6 bits. To
classify the packets, DSCP maintains a set of values for different levels of service
which are found in the DSCP field (Table 3).

After checking the standard DSCP values in Table 3 we selected the highest
DSCP decimal value which is 56 and reserved the values from 57 to 63 for the IoT
applications and the results were as in Table 3. We chose the DSCP decimal value 60
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Application Priority

Smart City 1

Industrial Internet 2

Connected Health 3

Smart Utilities 4

Smart Home 5

Smart Supply Chain 6

Smart Farming 7

Smart Retail 8

Table 1. IoT applications priorities

as the threshold value because the 4 applications at the top are of high priorities
while the last 4 applications are of lower priorities. Table 2 shows the DSCP value
assigned for each IoT application where the last two IoT applications were assigned
the same value.

Application Priority Decimal Value DSCP Value

Smart City 1 57 111001

Industrial Internet 2 58 111010

Connected Health 3 59 111011

Smart Utilities 4 60 111100

Smart Home 5 61 111101

Smart Supply Chain 6 62 111110

Smart Farming 7 63 111111

Smart Retail 8 63 111111

Table 2. IoT applications DSCP values

Data encryption modulating (Confidentiality level). Confidentiality refers
to protecting information from being accessed by unauthorized parties. In other
words, only the people who are authorized to do so can gain access to sensi-
tive data. The data sent through the network must be encrypted first. But
encryption of data at the source then decryption on the destination will cause
more processing time and delay especially during congestion time. But some
applications send data that can be viewed to any user without affecting its
information. Moreover, the price of encryption is more expensive than the
data itself. For example, we will work on the same sensed data but from
a different application. The sensed data is temperature, suppose that the
same network transmits data contain the temperature of a patient using a
health care application and another temperature but for a smart city. While
the temperature of the city can be obtained using any mobile or using GPS
(Global Positioning System) and anyone can see it without any risk on the data,
while the temperature of the patient should be viewed only by the hospital or
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DSCP Decimal Meaning Probability Equivalent IP
Value Value Probability Precedence Value

101 110 46 High Forwarding N/A 101 – Critical
(EF)

000 000 0 Best Effort N/A 000 – Routine

001 010 10 AF11 Low 001 – Priority

001 100 12 AF12 Medium 001 – Priority

001 110 14 AF13 High 001 – Priority

010 010 18 AF21 Low 010 – Immediate

010 100 20 AF22 Medium 010 – Immediate

010 110 22 AF23 High 010 – Immediate

011 010 26 AF31 Low 011 – Flash

011 100 28 AF32 Medium 011 – Flash

011 110 30 AF33 High 011 – Flash

100 010 34 AF41 Low 100 – Flash Override

100 100 36 AF42 Medium 100 – Flash Override

100 110 38 AF43 High 100 – Flash Override

001 000 8 CS1 1

010 000 167 CS2 2

011 000 24 CS3 3

100 000 32 CS4 4

101 000 40 CS5 5

110 000 48 CS6 6

111 000 56 CS7 7

000 000 0 Default

101 110 46 EF

Table 3. DSCP standard values (Source: Cisco Nexus 1000V Quality of Service Configu-
ration Guide, Release 4.0(4)SV1(3) [35])

patient-doctor. Then we can reduce the processing time by sending unimpor-
tant data without encryption while the sensitive data must be encrypted. This
step is activated only when we have traffic congestion, during normal opera-
tion, all data is encrypted even the data that comes from low priority applica-
tions.

7 COMPARISON

The three models provide many solutions at different levels to support IoT services
with better performance and quality. The comparison is made to compare between
the three solutions to determine which one is better to apply and the most en-
hancement in case of the data processing, response speed, available bandwidth, best
performance, and QoS. The description below is treated at random while the results
show the difference when dealing with data and the advantages of the model against
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DSCP Value Decimal Value Meaning

000000 0 Best effort

000000 0 Default

001010 10 AF11

001100 12 AF12

001110 14 AF13

010000 16 CS2

010010 18 AF21

010100 20 AF22

010110 22 AF23

011000 24 CS3

011010 26 AF31

011100 28 AF32

011110 30 AF33

100000 32 CS4

100010 34 AF41

100110 36 AF42

101000 40 CS5

101110 46 High priority expedited forwarding

101110 46 EF

110000 48 CS6

111000 56 CS7

111001 57 High priority application

111010 58 High priority application

111011 59 High priority application

111100 60 High priority application

111101 61 Low priority application

111110 62 Low priority application

111111 63 Low priority application

111111 63 Low priority application

Table 4. shows the final DSCP table where we added our constant DSCP values to the
standard DSCP values

others.

Data Processing. The size of data processed in the cloud center is bigger than
the data in the fog center which means that the cloud needs more processing
time. Also, in fog computing, the load is distributed which helps in reducing
processing time [36]. But there is a condition for deciding which is better in
the case of fog-centric (fog offloading or direct host in cell operator with the
priority of application). The first is better when the fog centers are available
by distributing the load on several units. But if the centers are overloaded,
offloading becomes slowest due to additional queuing delay and the need for
more routing updates.
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Response Speed. Response time is better in our method and fog offloading than
cloud-centric due to the presence of a user at a close distance to the fog edges
(Figure 5).

Figure 5. Response speed between users and edges level

Bandwidth. In the cloud-centric system, the bandwidth is shared across the global
users. While in fog offloading, users can benefit from sharing multiple band-
widths if some centers are abused. In both cases, there is still a need for more
bandwidth during busy hours, and when heavy load data is processed. But
in our method, there is no starvation for bandwidth, since the user uses the
WAN infrastructure to share data. The bandwidth, in this case, is the whole
capacity of the transmission channel. The lack of bandwidth or any error on
the internet will cause an interruption in the system and a drop in QoS or
a stop of the service for cloud computing and fog offloading. But it can run
normally in our system because it is independent of real internet services (Fig-
ure 6).

Performance. Cloud-centric model provides scalable storage with a variety of plat-
form but still depend totally on the middleware layer to serve users. Fog offload-
ing improves the first one by offloading the data process and minimize process-
ing time, but still depends on the cloud and introduces more queue delay. Our
method takes the benefit of fog in a fast response and a short distance to serve
users and the scalability of the cloud network to ensure reliable services. Fur-
thermore, IoT Plus eliminates the additional tasks used in the first two methods
and gives static parameters to take decisions. In all challenges, fog computing
is better than cloud computing where our method has an extra point over fog
offloading by serving application according to its valued data and by operating
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Figure 6. WAN hosted IoT application

without real internet services which make it better during bandwidth drop and
busy hours.

QoS. This step is composed of two main procedures: The first procedure is schedul-
ing IoT packets based on the static priority table. Packets will be scheduled such
that packets with higher priorities would be selected and processed before pack-
ets with lower priorities. For example, if we have packets of smart city type
and packets of smart farming type then the packets of smart city type would be
processed first.

8 THEORETICAL STUDY ON THE APPLICATION LAYER

In this section, we will compare DRAG and RWS with our IoT Plus model to
calculate and compare delays and the number of packets processed to find the best
performance during busy hours. While the packet is being sent from the source to
the destination, four delays occur which are: transmission delay, propagation delay,
queuing delay, and processing delay [37]. In this example, we will suppose that each
packet step will take 1ms processing time and each additional queue delay will add
1ms.

Scenario of DRAG. In the DRAG method, the priority packet values are checked
to insert the packet in the appropriate place in the queue. Then packets are
selected from the queue as first in first out.

We have 4 steps where each step adds 1ms to the processing delay. An additional
1ms is added after each sends process data, a background process is needed to
reselect from the queue the packets to be sent again. The processing of each
packet took 5ms without adding the queue delay during the insertion to the
queue.

Scenario of RWS. In the RWS method, the priority packet values are checked to
insert each packet in the appropriate queue. For example, packets with high
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Figure 7. DRAG scenario

priority values will be inserted into the high priority queue, medium priority
values will be inserted into the medium priority queue and small priority values
will be inserted into the small priority queue. Then for each queue, a random
priority number is generated to be used in the selection of the packets from the
queue. After selection, three dynamic parameters which are CW, BE, and NB
are generated which will be used to allow the access channel for the data with
high priority faster than data with low priority.

Figure 8. RWS scenario

In RWS, we have 6 steps where each step adds 1ms to the processing delay. The
processing of each packet took 6ms without adding the queue delay during the
insertion to the queue.

Scenario of IoT Plus. In scenario 1 that considers processing high-priority pack-
ets, we have 3 steps where each step adds 1ms to the processing delay. The
processing of each packet took 3ms. Moreover, there is no additional queue
delay needed in the process.

In scenario 2 that considers processing low priority packets, we have 2 steps
where each step adds 1ms to the processing delay. The processing of each packet
took 2ms. Moreover, there is no additional queue delay needed in the process.

To compare our model with these methods, we will calculate the overall delay
for 300 packets. Table 7 compares the difference in the delay for a packet between
the DRAG method, RWS method, and our method IoT Plus. From this table, we
can observe that our method is faster by a rate of 1.6 (1.5/0.9) than DRAG and by
a rate of 2 (1.8/0.9) than RWS.

Another calculation is the number of packets that will be transferred through
a busy network during 1 hour. 1 hour = (3 600 ∗ 1 000)ms. Table 8 compares the
difference in the number of packets processed in one hour of busy traffic between the
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Figure 9. IoT Plus scenario 1

Figure 10. IoT Plus scenario 2

DRAG method, RWS method, and our method IoT Plus. From this table, we can
observe that our method delivers more packets than other methods. Our method
delivers 480 000 packets (1 200 000−720 000) more than DRAG and 600 000 packets
(1 200 000− 600 000) more than RWS.

Figure 11 shows the number of packets processed at different times in seconds
using the DRAG method, RWS method, and IoT Plus method. If we add the
queuing delay to the DRAG and RWS method, IoT-S+ will score better results
since there is no queuing delay in our method. Using these results, we can observe
that our method IoT Plus can deliver about double the size of packets more than
other methods. Table 9 compares the existing methods and our new method. From
this table, we can observe that all methods provide enhancements, but our method
can score better performance in the case of traffic congestion.

Method Delay for 300 Packets

DRAG 300 ∗ 5ms = 1.5 s

RWS 300 ∗ 6ms = 1.8 s

IoT Plus (considering case of processing packet 300 ∗ 3ms = 0.9 s
with high priority value)

Table 5. Comparing delay for 300 packets using DRAG, RWS, and IoT Plus
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Method Number of packets through one hour

DRAG 3600 ∗ 1 000ms/5ms = 720 000 packets

RWS 3 600 ∗ 1 000ms/6ms = 600 000 packets

IoTPlus (considering case of processing 3 600 ∗ 1 000ms/3ms = 1 200 000 packets
packet with high priority value)

Table 6. Comparing packet numbers using DRAG, RWS, and IoT Plus

Figure 11. Number of packets processed at a different time (seconds)

9 EXPERIMENTAL RESULTS

This part describes the experiments done and shows the importance of priority in
some cases to enhance performance. The experiments are done on multiple devices
using different applications and real data stimulation. When comparing the results,
we found that some application interrupts the services of IoT and affects users. Using
the priority, we can help solve some problems. To test our method, we have used
hardware and software programs for multiple experiments. The hardware used in
this experiment is a standard laptop with middle specifications that are available for
most users, Router Board RB931 – 2nD and Router Board RBSXTsq5HPnD. The
software programs used in this experiment are Microsoft Windows 10 Pro, Router
OS 6.42.1, and Winbox 3.18.

Experiment. The first experiment shows the difference in the average number
of processing data with and without security, the experiment aims to show
real simulation on the core router and how the range of data changes us-
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Method Decission
Parameter

Parameter
Type

Enhacement Disadvanteges

DRAG dynamic packet
priority,
back-off
duration

QoS, increasing
in delivery ratio,
decreasing per-hop
delay

background pro-
cess to calculate
parameters (back-off
duration), additional
queue delay and in-
creasing processing
time to sort queues

RWS dynamic packet pri-
ority, CW
and BE

QoS, reduction in
packet loss

creating new queue
delay and increass-
ing processing time
to sort queues

IoT-S+ static application
priority

QoS, reduction in
processing time, in-
creasing in response
time and eliminat-
ing queue delays

add new rows to
DSCP field

Table 7. Comparison between DRAG, RWS, and IoT Plus

ing the same hardware. Figure 12 shows that the average processed data is
36.7Mbps/18.0Mbps transmission while we overload the processor and shows
that with encryption the routers can process less data where we observe the
average is 29.6Mbps/14.3Mbps in transmission reception. The second experi-
ment shows the difference in response time during processing overload. We used
the ping tool in the Router Board to evaluate the response with and without
encryption.

Figure 13 shows the minimum, maximum, and average time of packets response.
Moreover, it shows the loss percentage of packets in the first stage we overload
the processors and start pinging without encryption. As we see that we have
1% of data loss, a minimum of 2ms, a maximum of 84ms, and an average of
8ms response time.

In Figure 14, we overloaded the processors and start pinging with encryption. It
shows that we have 3% of data loss, a minimum of 3ms, a maximum of 96ms,
and an average of 17ms response time. Table 10 summarizes the comparison of
parameters for the data processed with and without security.

Security Average Processed Data Response Time Data Loss
in Mb/s (t/r) in (ms) Percentage

None 36.7/18.0 8 1%

Encryption 29.5/14.3 12 3%

Table 8. Comparison of parameters for data processed with/without security
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Figure 12. Maximum processed data without security

Figure 13. Response time without security
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Figure 14. Response time with encryption security

Table 9 shows many tests made on a different number of packets to test packet
loss with and without encryption. As we can observe, response time without en-
cryption is better than the response time with encryption.

Packet Loss in % With Encryption Without Encryption

Test with 300 packets 3% 1%

Test with 1 060 packets 2% 1.2%

Test with 1 501 packets 2.6% 1.2%

Test 7 with 2 280 packets 4% 1.5%

Test with 2 900 packets 2.5% 2%

Test with 3 250 packets 1.7% 1.3%

Test with 4 060 packets 3% 0.8%

Test with 4 880 packets 2% 0.8%

Test with 5 022 packets 1.4% 1.8%

Test with 5 200 packets 3.2% 0.6%

Test with 5 336 packets 4.1% 1.2%

Table 9. Multiple tests for packet loss of different packets processed with and without
security
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Processing Time in ms With Encryption Without Encryption

Test with 300 packets 12ms 8ms

Test with 1 060 packets 12ms 6ms

Test with 1 501 packets 11ms 8ms

Test with 2 802 packets 9ms 6ms

Test with 2 900 packets 12ms 11ms

Test with 3 250 packets 14ms 10ms

Test with 4 060 packets 18ms 7ms

Test with 4 880 packets 12ms 10ms

Test with 5 022 packets 12ms 6ms

Test with 5 200 packets 21ms 16ms

Test with 5 336 packets 24ms 15ms

Table 10. Multiple tests for processing time of different packets processed with and with-
out security

Figure 15. Comparing packet loss with and without security

Figure 15 compares the packet loss for a different number of packets based on
the experiments we did before. As we can see, the packet loss without encryption
is lower than the packet loss with encryption.

Figure 16 compares the response time in milliseconds for the different number
of packets based on the experiments we did before. As we can see, response time
without encryption is better than the response time with encryption.

After these testings, we recognize the following: in case of normal traffic, the
whole system can run in full security because the system can handle it, while as the
result shows when we face traffic congestion the performance is better without en-
crypting low priority data in case of average processed data, delays, response time,
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Figure 16. Comparing response time in milliseconds with and without security

and packet loss. The result shows a heavy load during congestion and an increasing
number in packet loss, slower response time, and a decrease in the size of processed
data due to resource overloading. We can see that the number of packets processed
during congestion is less than the normal use. Moreover, the elimination of encryp-
tion helps in processing more data and decreases the response time, then it helps
to overcome these problems when we have an overload on the network the system
switch to IoT Plus to save the available resources to the application with the most
priority, then it starts to eliminate encryption from low priority application to save
fog resources for all processes during the congestion.

10 CONCLUSION

We have outlined the key characteristics of fog computing, a platform to deliver
a rich portfolio of new services and applications at the edge of the network. The
three methods enhanced the performance of the IoT system with different propor-
tions, while the strong point of our method is the static parameter that is used to
classify packets in the network that is based on detecting the priority value in con-
trary the DRAG, and RWS do the same work to classify packets but with dynamic
parameter where every classifying process is based on the previous one and every
time, a hidden calculation must be done to make the right decision which takes
more time and resources to do the job. The issue resulted from RWS and DRAG is
the unwanted delay due to extra processes in the background which is absent in the
case of IoT Plus. At the end of this research, our method has gained the expected
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results. We have achieved our goal of decreasing the processing delay in case of traf-
fic congestion where packets with low priority would be processed without security
while high priority packets would be processed first with security to perform better
performance and keep the sensitive and important data secure. Thus, the system
will stay secure.
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