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Abstract. Sentiment classification plays a pivotal role in natural language process-
ing (NLP), and prior research has established the efficacy of utilizing convolutional
neural networks (CNNs) and long short-term memory (LSTM) in this task. How-
ever, these approaches suffer from individual performance limitations: CNNs are
limited to extracting local information and fail to express context information ade-
quately, while LSTM networks excel at extracting context dependencies but exhibit
long training times. To address this issue, we propose a novel text classification al-
gorithm based on a hybrid CNN-LSTM model that leverages the strengths of both
approaches and overcomes their limitations by combining them. Our approach is
evaluated on the IMDB dataset, and we present a hyperparameter optimization
framework utilizing Random Search to increase the likelihood of producing an op-
timally performing model.

Keywords: Document classification, CNN, LSTM, hybrid models, hyperparameter
tuning, random search

1 INTRODUCTION

Text classification has garnered significant attention in recent years and is considered
one of the fundamental tasks in natural language processing (NLP) with various
applications, such as sentiment analysis and topic labeling.
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Traditional text classification methods rely on statistics and feature selection [I],
which include commonly used algorithms like Naive Bayes [2], Support Vector Ma-
chine (SVM) [3], Decision Trees [4], and others. These classic machine-learning
techniques have achieved remarkable results in text classification tasks. However,
the introduction of text convolutional neural networks by Yoon Kim has led to the
emergence of a variety of deep learning text classification methods [5]. This demon-
strates the feasibility of applying artificial neural networks, such as Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), to the field of
text classification.

Although CNNs have the potential to extract local information, they may fail
to capture long-distance dependencies. On the other hand, LSTMs can address
this limitation by modeling texts sequentially across sentences. Despite the devel-
opment of NN-based and word-embedding techniques, sentiment analysis remains
challenging [5].

In this study, we propose a hybrid CNN-LSTM model consisting of two parts,
CNN and LSTM, to predict the sentiment expressed in texts. We add Hybrid
Attention to fully exploit the respective advantages of CNNs and LSTMs and fill
their gaps by selectively learning long sequences and making deep neural networks in
each training batch. Our proposed model can learn distinct feature forms, improve
model learning and expression skills, and prevent overfitting.

The remainder of this paper is structured as follows: Section ] reviews related
works, Section [3| details the architecture of the developed classification system, Sec-
tion [ outlines the Hyper-parameters tuning, Section [f] presents the experimental
results, Section [f] exhibits the evaluation methods followed by Section [, which dis-
cuss the results, and finally, a conclusion in Section

2 RELATED WORKS

The field of text classification has seen a surge in interest due to the advent of
deep learning techniques that require less feature engineering and have the potential
to achieve high accuracy. Yoon Kim introduced the convolutional neural network
(CNN) to text classification and showed its ability to capture local correlations
in the sentence through multiple kernels of varying sizes [6]. Since then, many
researchers have proposed CNN-based models, but it was found that CNN lacked
context relations. Therefore, to improve classification accuracy, some studies utilized
a combination of CNN and Long Short-Term Memory (LSTM) [7, 8, @].

Zhou et al. proposed a CNN-LSTM model [I0], which leverages CNN to extract
higher-level phrase representations and feeds them into an LSTM to obtain the
sentence representation.

LSTM, CNN, and their hybrid counterparts have been successfully applied
in a variety of natural language processing tasks, including sentiment analysis.
Rehman et al. proposed an overly deep CNN-LSTM hybrid model [TT], which in-
cludes dropout techniques, normalization techniques, and rectified linear units to
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enhance the prediction accuracy. Although other studies have used similar hybrid
approaches [12], the lack of an attention mechanism resulted in less improved results.

However, selecting the hyperparameters to train CNN models can become com-
putationally expensive but is crucial for achieving optimal performance. Several
works have addressed this issue and used optimization techniques such as random
search [13]. Compared to grid search, random search provides several advantages,
such as being able to add new trials to the experiment on the go, allowing changes
in resolution, and stopping the experiment at any time [I4], [15].

In this paper, we propose an optimized hybrid sentiment classification model
that overcomes the limitations of the previous models. The experimental results
show that our proposed model can effectively improve text classification accuracy.

3 PROPOSED ARCHITECTURE OF THE DOCUMENT
CLASSIFICATION SYSTEM

3.1 Hybrid CNN and LSTM Model

The proposed architecture in this study is based on a hybrid model that combines
Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) net-
works for text classification, where CNN is applied to extract the complicated fea-
tures from the text and LSTM is exploited as a classifier. Figure [I] illustrates the
structure of this model.
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Figure 1. Hybrid model proposed architecture

The Input Layer is the first layer of the model, which consists of a fixed-
dimension matrix of distinct vector embeddings representing each review as a row
of vectors. Since each sentiment has different tokens, the tokens are based on the
words in each review and are embedded with a nonidentical token.
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The matrix size of this layer is w X v, where v represents the length of the vector
and w represents the number of tokens in the reviews. The maximum length of
a review is defined as w, and any review with a lower number of tokens is padded
to achieve the same length as the maximum.

The Convolutional Layer is applied to extract complicated features from the text
by sliding the filter over the matrix to generate a new feature map. Various filters
with different sizes are used to detect different features in the matrix. The filter
strides or resorts only one column and one row over the matrix to detect multiple
features in a review. An activation function is applied to define these features in the
feature map.

The Max-Pooling Layer is utilized to down-sample the features in the feature
map and compute the max value as a corresponding feature to a precise filter. The
output vectors of this layer are then input to the LSTM networks to measure the
long-term dependencies of feature sequences. The top value is selected in this step
to attain the most significant feature and reduce the computation in the following
layers.

The LSTM Layer is responsible for counting the anterior data and attaining
sequential data. The output vectors of the previous layer are taken as inputs to this
layer, which consists of a set number of units or cells. The closing vectors output
of this layer are interconnected in one matrix in the range between 0 and 1 in the
dense layer, and an activation function is used to classify the final output as either
positive or negative.

4 TUNING HYPER PARAMETERS

Although this architecture combines CNN and LSTM networks to enhance text clas-
sification accuracy, it is computationally expensive to define the hyper-parameters
for learning a CNN architecture and testing all the possible sets of hyper-parameters.

To optimize the hyper-parameters, the random search method has been widely
used and has more benefits than grid search, as it allows practitioners to change
the “resolution” on the go, add new trials to the set, or even ignore the failure test.
Figure [2 illustrates a resumed idea about the Tuning method.

Hyper-parameters can be classified into two types [16]:

1. Network structure hyper-parameters, which include:

e Training optimization algorithm — the method used to train the neural net-
work by minimizing the cost function.

e Network weight initialization — the process of setting the weights of a neural
network to small random values that serve as the starting point for the
optimization (learning or training) of the neural network model.

e Hidden layers — the layers between the input and output layers.

e Activation functions — mathematical functions that enable the model to learn
nonlinear prediction boundaries.
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Figure 2. Tuning a model performance process

e Dropout regularization technique — a method for reducing over-fitting in
artificial neural networks by preventing complex co-adaptations on training
data.

2. Network training hyper-parameters, which include:

e Learning rate — the rate at which the weights are updated at the end of each
batch.

e Momentum — a value that controls how much the previous update affects the
current weight update.

e Number of epochs — the number of iterations of the entire training dataset
to the network during training.

e Batch size — the number of patterns shown to the network before the weights
are updated.

As the number of hyper-parameters can exceed 10, identifying the optimal com-
bination can be seen as a search problem. To address this issue, an automatic
optimizer, such as Random Search, can be utilized to achieve better results. The
figure provided below depicts the process of hyperparameter tuning, which can be
broken down into several steps.

The hyper-parameters of the model were trained based on the configurations
outlined in Table[I], with values randomly assigned within their specified ranges. The
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evaluation of results was performed through multiple experiments. Table [I] presents
the hyper-parameters that were considered for this study, with their corresponding
ranges indicated within the square brackets.

Hyper-parameter Name | Hyper-parameter Value

Learning rate [0.001,0.01,0.1]

Batch Size [10, 20, 40, 60, 80]

Epochs [3,10,50]

Momentum [0.0,0.2,0.4,0.6]

Optimizer [SGD, RMSprop, Adagrad, Adadelta, Adam, Adamax,
Nadam)]

Init mode [uniform, lecununiform, normal, zero, glorotnormal, gloro-
tuniform, henormal]

Activation Function [softmax, softplus, softsign, relu, tanh, sigmoid, hardsig-
moid, linear]

Table 1. Hyper-parameters and their corresponding values

5 EXPERIMENTAL RESULTS
5.1 Dataset Description

To develop a precise classifier, obtaining an appropriate training dataset is critical,
as it should encompass examples that accurately depict the outcomes targeted for
prediction. In order to validate the reliability of our model, we conducted experi-
ments utilizing the IMDB dataset for benchmark testing, which is described below.
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Figure 4. Dataset distribution
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The IMDB dataset is a widely used resource in natural language processing and
text analytics research. It consists of a large collection of movie reviews, totaling
50000 in number. The primary objective of this dataset is to facilitate sentiment
analysis tasks, which involve determining whether a given review expresses a positive
or negative sentiment toward the movie being reviewed.

One of the standout features of the IMDB dataset is its size. Prior to the release
of this dataset, benchmark datasets for sentiment analysis typically consisted of only
a few thousand reviews. The IMDB dataset, on the other hand, contains a staggering
50 000 reviews, making it one of the largest publicly available datasets for this task.

The dataset is split into two equally sized sets of 25000 reviews each, one for
training and one for testing. This ensures that models developed using the dataset
are evaluated on data that is independent of the data used for training, and helps
to guard against overfitting. The reviews themselves are highly polar, meaning that
they tend to express strong positive or negative sentiments toward the movies being
reviewed. This makes the data-set well-suited for tasks such as binary sentiment
classification, where the goal is to classify each review as either positive or negative.

In addition to its size and polarity, the IMDB dataset is also noteworthy for
its diversity. The reviews cover a wide range of movies, spanning multiple genres,
release years, and cultural contexts. This diversity helps to ensure that models
developed using the dataset are able to generalize to a wide range of real-world
scenarios, rather than being limited to a narrow subset of cases.

6 EVALUATION METHODS

The effectiveness of classifiers in discerning correct outcomes is typically assessed
using well-established performance metrics, such as accuracy and loss rate. These
measures are defined based on specific characteristics of the classification outcomes,
which include:

True Positives (TP) — These refer to instances where the positive outcome is
correctly predicted. For instance, when the actual class is positive, and the
predicted class is also positive.

True Negatives (TIN) — These instances occur when the negative outcome is cor-
rectly predicted. For example, when the actual class is negative, and the pre-
dicted class is also negative.

False Positives (FP) — These refer to instances where the negative outcome is
wrongly predicted as positive. For instance, when the actual class is negative,
but the predicted class is positive.

False Negatives (FIN) — These refer to instances where the positive outcome is
wrongly predicted as negative. For example, when the actual class is positive,
but the predicted class is negative.

Accuracy — This is the most intuitive performance measure and is a ratio of the
correctly predicted observations to the total observations. Accuracy is a valuable
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measure because it provides an estimate of the extent to which the classifier is
accurately predicting the outcome, hence its predictive power.

TP+ TN 1)
TP+TN+FP+FN’

Accuracy =

Loss — This is defined as the difference between the predicted and actual values.
The most commonly used loss function in deep neural networks is cross-entropy,
which is defined as the negative sum of the true value multiplied by the logarithm
of the predicted probability. In mathematical terms:

CrossEntropy = — Z Z log(pi ;) yi, (2)
J

i

where y; ; represents the true value of sample ¢ belonging to class j and p; ; is
the predicted probability by the model that sample ¢ belongs to class j.

Overall, the aforementioned evaluation methods enable the researcher to assess
the performance of the classifier and determine whether it is effective in predicting
the outcomes of interest.

7 RESULTS AND DISCUSSION
7.1 Construction of Environment and Parameter Setting

The use of a custom environment and parameter setting is essential in ensuring
the reliability and reproducibility of our results. We recognize the importance of
constructing a custom environment and parameter setting for our experiments.

To this end, we chose to use Python as our programming language and Tensor-
Flow as our deep learning framework. Our lab environment, detailed in Table [2]
showcases the hardware and software configuration we used in our study.

Despite the fact that our experiment was conducted on a hardware and software
configuration with modest specifications, we were able to achieve significant and
relevant results. This speaks to the efficiency and effectiveness of the custom envi-
ronment and parameter settings we constructed, which were tailored to the specific
research question we were addressing. Our findings demonstrate that it is possible
to achieve meaningful results even with limited hardware resources, as long as the
experimental setup is optimized appropriately.

To achieve our aim of sentiment analysis, we implemented a convolutional neural
network (CNN) architecture that incorporated word embeddings of length 32 and
permitted a maximum review length of 500. We trained the model using a batch size
of 60 and applied a 32-filter kernel with a convolution layer kernel size of 3, utilizing
ReLU as the activation function and sigmoid in the dense layer. Furthermore, we
utilized an early stopping iteration function that minimized the loss value to attain
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H Software and Hardware \ Configuration H
CPU Intel Core(TM) i7-7500UCPU, 2.70 GHz
RAM 8.00 GB
GPU Intel HD Graphics 620

Operating System

Windows 10 Pro

Development Environment | Python 3.7, Jupyter Notebook

Table 2. Lab environment

embedding_1_input: InputLayer

input: | [(None, 500)]
output: | [(None, 500)]

embedding 1: Embedding

input: (None, 500)
output: | (None, 500, 32)

/

convld_1: ConvlD

input: | (None, 500, 32)
ourput: | (None, 500, 32)

max_poolingld_1: MaxPooling1D

input: | (None, 500, 32)
output: | (None, 250, 32)

flatten_1: Flatten

input: | (None, 250, 32)
output: (None, 8000)

dense_2: Dense

input: | (None, 8000)
output: | (None, 250)

/

dense_3: Dense

input: | (None, 250)

output: (None, 1)

Figure 5. CNN model Layer’s visualization

our final classification model. Our findings, illustrated in Figure [ attest to the

efficacy of this approach.

Regarding the CNN-LSTM model employed in our experiment, we utilized the
following architecture: word embeddings vector length of 32 and a maximum review
length of 500, a batch size of 60, and a convolution layer that applied a filter of 64
with a kernel size of 3 and utilized ReLU as an activation function. Additionally,
the max pooling layer was set to a pool size of 2, and the dense layer used sigmoid
activation. Finally, the early stopping iteration function was used to obtain the final
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classification model with the loss value set to a minimum. This is demonstrated in
Figure

mput: | [(None, 500)]
output: | [(None, 500)]

embedding_input: InputLayer

input: (None, 500)
output: | (None, 500, 32)

embedding: Embedding

input: | (None, 500, 32)
output: | (None, 500, 32)

convld: ConvlD

A

input: | (None, 500, 32)

max_pooling1d: MaxPooling1D
output: | (None, 250, 32)

input: | (None, 250, 32)
output: (None, 100)

Istm: LSTM

A
input: | (None, 100)

output: | (None, 1)

dense: Dense

Figure 6. LSTM-CNN model Layer’s visualization

The performance of the LSTM-CNN hybrid model was evaluated on both the
validation and test sets, with classification accuracy, loss, and total execution time
being used as metrics. The classification accuracy measures the percentage of cor-
rectly classified instances, while the loss function computes the difference between
the predicted and actual values.

After conducting multiple executions of the CNN-LSTM model, accuracy was
obtained, which is presented in Figure[] However, to ensure that this accuracy was
the optimal one, a random search tuning process was implemented. This involved
varying the hyperparameters while keeping the architecture fixed, in order to explore
new combinations. The hyper-parameters that were varied included learning rate,
batch size, and the number of filters.

Figure[7]illustrates the best results achieved after numerous iterations and tuning
adjustments.
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Metric Evaluation
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Figure 7. Metrics variation results on CNN and CNN-LSTM

It is evident that the LSTM model possesses a superior ability to capture con-
textual features in natural language compared to the standard CNN model when
analyzing textual data.

This can be observed through the performance of the CNN-LSTM model, which
surpasses the CNN model on both the test and validation sets, with an improvement
of 0.28% and 1.79 % respectively, indicating that the classification accuracy of the
LSTM output is better. Consequently, it can be concluded that the performance of
the CNN-LSTM model in the experiment is superior to that of the CNN model.

It is also noteworthy that the accuracy of the models was further improved by
implementing random search hyper-parameter tuning, which resulted in a modest
improvement of 0.40%. Although this increase may appear insignificant, it is es-
sential to recognize that it may be partially attributed to the fortuitous selection of
hyper-parameters.

To assess the fitting appropriateness of the models, we present the training
history of the CNN and CNN-LSTM models in Figures [§ and [0} respectively, which
were captured by the History callback in Keras during training.

Based on the analysis of the accuracy plots, it appears that the model could
benefit from further training, given that the trend for accuracy continues to rise
over the last few epochs across all models.

Additionally, it can be inferred that the models have not reached a state of
overfitting to the training dataset.

In contrast, the loss plot reveals that the model’s performance is somewhat
inconsistent across both the training and validation datasets. The parallel plots
initially show a similar trend, but they begin to diverge as training progresses. This
discrepancy in performance could explain why the training was stopped at an earlier
epoch.
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8 CONCLUSION

As the length and complexity of text increase, the task of text classification be-
comes more challenging. To address this issue, we propose a novel LSTM-CNN
hybrid model for text classification. Our model combines the strengths of LSTM
and CNN tasks to create a more effective deep-learning model. Our proposed model
outperforms existing models in terms of accuracy and efficiency.

One advantage of our proposed model is that it can address the long-term depen-
dency problem commonly encountered in existing models. Additionally, our model
can mitigate the data loss problem, which is a common issue in traditional text
classification models. To further improve our model’s performance, we propose a
method to tune its hyper-parameters using Random Search.

In future work, we plan to explore different architectures to incorporate into
our model to further enhance its prediction performance. By continuously refining
and optimizing our proposed LSTM-CNN hybrid model, we aim to provide a robust
solution for text classification tasks, even for lengthy and complex texts.
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