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Abstract. In order to effectively ensure the retrieval effect of enterprise data center
resources, improve the retrieval accuracy of enterprise data center resources, and
shorten the retrieval time of enterprise data center resources, a retrieval technology
of enterprise data center resources based on density peak clustering algorithm is
proposed. Analytical clustering algorithms, density clustering algorithms, and den-
sity peak clustering algorithms are all types of clustering algorithms. To reduce the
dimensionality of enterprise data center resources, the kernel principal component
analysis method is used. The structure of the enterprise data center resource set is
reorganized and the feature quantity of the enterprise data center resource distribu-
tion is extracted using feature space reorganization technology. On this basis, the
density peak clustering is carried out on the data center resource set of enterprise,
and the semantic association distribution model of data center resource retrieval in
enterprise is constructed. Through the semantic registration and weighted vector
combination control method, the retrieval of enterprise data center resources is real-
ized. The experimental results show that the proposed algorithm has a good effect
on the retrieval of enterprise data center resources, which can effectively improve
the resource retrieval accuracy and shorten the resource retrieval time.
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1 INTRODUCTION

The data center is the precipitation of the existing/new information system business
and data, and is the middle and supporting platform for realizing data empower-
ment of new business and new applications [1, 2, 3]. Enterprises build a data center,
and through the aggregation and reuse of business and data, guide the company’s
power grid, industry, finance and international sector resources, systems and data
integration. Effectively improve the rapid response and flexible adjustment capabil-
ities of the information system, effectively empower front-end business applications
and enhance innovation capabilities. As an important platform for data sharing and
analysis within the enterprise, the enterprise data center carries the massive data
resources of the enterprise, and at the same time realizes rapid response support
for various data application needs. With the advancement of the construction of
the enterprise data center, the demand for front-end business applications will also
increase rapidly. Faced with more and more data resources and data services, how
to quickly support business applications and help users find, see, and understand
data in an extremely fast way is particularly important. Therefore, it is necessary
to apply data resource retrieval technology to quickly and accurately find the de-
sired content from massive information [4, 5, 6]. The pros and cons of the data
resource retrieval technology largely determines the utilization rate of the data re-
sources in the data center, which makes the data resource retrieval technology more
important.

At present, scholars in related fields have carried out research on data resource
retrieval, and have made great progress. Reference [6] proposes a retrieval algorithm
for online tourism resources based on Page Rank search and ranking algorithm.
A topic collection algorithm is constructed, and a starting point, topic keywords,
and prediction mechanism are established. The algorithm consists of three stages:
the first climbing stage, the learning stage and the continuous climbing stage. Open
directory search was used for similarity judgment and result evaluation. Wood ex-
traction algorithm is based on network tourism resource density. The algorithm cal-
culates the proportion of Internet tourism resource labels by row, and uses a thresh-
old extraction algorithm to distinguish regions from private non-Internet tourism
resource regions. This paper takes tourism network resource monitoring as the re-
search object, and establishes a tourism network resource monitoring system, which
can provide users with customizable, all-round, real-time tourism network resource
collection, extraction and retrieval services, so as to monitor tourism resources.
This method can successfully extract the main content of articles from various web
pages. The research results of this paper can promote the construction of tourism
informatization, help users master the latest tourism information, and bring great
convenience to the tourism industry. The system only downloads tourism-related
information through theme collection technology, reducing the interference of ir-
relevant redundant web pages. Reference [7] proposed an image network teaching
resource retrieval algorithm based on deep hashing algorithm. A pixel big data
detection model of multi-view attribute coding image network teaching resources
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is constructed, and the pixel information collected by multi-view attribute coding
image network teaching resources is reconstructed. The fuzzy information feature
components of the multi-view attribute-encoded images are extracted, and the edge
contour distribution images are combined. Distributed fusion network teaching re-
source view image edge contour, realizes the construction of view feature parameter
set. The gray invariant moment feature analysis method is used to complete the
information encoding, and the deep hash algorithm is used to realize the retrieval of
multi-view attribute-encoded image network teaching resources. The algorithm has
a high level of resource fusion for multi-view coded image network teaching resource
retrieval. However, the above methods still have the problems of poor resource
retrieval effect, low precision and long time.

Aiming at the above problems, this paper proposes a data center resource re-
trieval technology for enterprise based on density peak clustering algorithm. The
kernel principal component analysis method is used to reduce the dimensionality
and process of enterprise data center resources. Combined with feature space re-
organization technology, the feature quantity of resource distribution in enterprise
data center is extracted. On this basis, the density peak clustering is carried out
on the enterprise data center resource set, and the enterprise data center resource
retrieval is realized through semantic registration and weighted vector combination
control method. The resource retrieval effect of the algorithm is good, which can
effectively improve the resource retrieval accuracy and shorten the resource retrieval
time.

2 RELEVANT BASIC THEORIES

2.1 Clustering Algorithm

Clustering is an important data mining technique. Clustering can find hidden pat-
terns and trends in data without any supervised information such as data labels [8].
Graph analytics is considered as most influential tool able to guide to unwrap the
hidden patterns and relationships in the data. Therefore, from a machine learning
point of view, clustering is a form of unsupervised learning, where the cluster classes
correspond to latent structures. Here, a simple definition can be presented: given
a set of data points, they are divided into multiple clusters, where similar data points
are in the same cluster, and dissimilar data points are in different clusters.

A clustering algorithm usually involves four steps: data representation, mod-
eling, optimization, and validation. The data representation predetermines which
data type is used to analyze the data. Data representation defines the form in which
data is stored, processed and transmitted. On the basis of data representation, the
modeling phase defines the concept of cluster class, that is, the data objects are
divided. Typically, the quality of this partition is assessed by an approximate met-
ric. For clustering analysis, the Gaussian mixture of models is considered as the
most prominent model which says that the dataset is generally modelled with fixed
number of Gaussian supplies. The optimization stage is to optimize or approx-
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imate the above-mentioned quality evaluation criteria when finding these hidden
cluster structures according to the clustering goal. This mass is optimized or ap-
proximately optimized to produce a clustering solution. The Elbow method is the
common method for defining the optimal number of clusters. The verification stage
is to evaluate the clustering results obtained through the above scheme.

Let a dataset contain Q data objects, which can also be called data records or
data points, expressed as:

W = {w1, w2, . . . , wQ} . (1)

Each data object can be represented by an E-dimensional vector as:

wi = (wi,1, wi,2, . . . , wi,E)
T . (2)

In Equation (2), wi,E is the E attribute of wi, which can also be called a feature
or dimension. The number of attributes E is also known as the dimension of the
dataset. The dataset can be divided into clusters and expressed as:

R = {R1, R2, . . . , RT} . (3)

In Equation (3), Y is the number of clusters, and the division satisfies the
following conditions:

W = R1 ∪ · · · ∪RY ∪RO. (4)

And for all i, E = 1, 2, . . . , Y, i ̸= E, hard clustering is expressed

Ri ∩RE = ø. (5)

Hard clustering is a process of grouping the data such that an item can exist
in various clusters. This method is also known as non-fuzzy clustering. The data
points usually belong to the various clusters in hard clustering.

Since clustering is a fairly common problem, clustering algorithms can be di-
vided into several categories based on clustering techniques: Model-based clustering
algorithms, distance-based clustering algorithms, density and grid-based clustering
algorithms, graph-based clustering, subspace clustering, etc. The classification of
clustering algorithms is shown in Figure 1.

1. Model-based clustering is based on the assumption: the data is generated by
a mixture of multiple probability distributions. Probability distributions are
utilized to explain the real-life variables populations and it is also used in hy-
pothesis testing for determining values of p. It is commonly considered as the
statistical function which defines all the conceivable values. Therefore, this
type of clustering method estimates the parameters of each distribution in or-
der to perfectly fit the observed data. The whole clustering process is to first
assume a specific generative model, and then use the expectation maximiza-
tion algorithm (EM, Expectation Maximization) to estimate the parameters of
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Figure 1. Classification of clustering algorithms

the model. Expectation Maximization is an estimation of mixture model which
is the technique of probability density used in several applications. For imple-
menting the distribution-based algorithm, the Data mining used the expectation
maximization.

2. Distance-based clustering method can be regarded as a special form based on
model. For example, the k-Means algorithm is closely related to the Gaussian
distribution. Because, distance-based clustering methods are easy to implement
and very simple in various scenarios such as consumer datasets, statistical pro-
files (age, gender, income, etc.), purchase history and web browsing activities. In
order to understand a broad group of customers’ behavior and preferences, such
data are utilized to identify them together with their attributes. Therefore, such
clustering algorithms are widely used. Distance-based clustering algorithms can
generally be divided into two categories: hierarchical clustering algorithms and
partition clustering algorithms.

Hierarchical clustering algorithms: An algorithm is the analysis of hierarchical
cluster which combines the comparable object into groupings called as clus-
ters. A series of partitions of data objects has been developed by this method.
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Partition clustering algorithm: This kind of algorithm is generally converting
a distribution of set of data objects into form of clusters and so that every data
object is in the form of one subset. A partitional clustering can be able to decay
the set of data into set of disjoint clusters.

3. Density- and Grid-based clustering are two closely related clustering methods.
Both types of approaches attempt to explore the data space at a high granularity
level.

Density-based clustering: Density-based clustering methods are built on
a fundamental assumption: clusters are defined as dense regions separated by
low-density regions. In k-means algorithm, the distance between the points
has been determined by using distance calculation technique. And the Eu-
clidean distance method is considered as the most frequently used method.
By applying such phases, the density-based algorithm can be able to discover
high density regions and disperse them from low density regions. It parti-
tions the data in the data space at a higher granularity and “merges” dense
regions together. At a high level of granularity, the solutions of density and
grid-based clustering are the major two closely correlated categories which
attempt two categories attempt to discover the data space. The density
and grid-based cluster allows the arbitrary shape cluster and categorize the
outliers in the data.

Grid-based clustering: Grid-based clustering methods are a special type of
density-based clustering methods in which the explored data space is parti-
tioned into a grid-like structure.

4. Graph-based clustering is a class of clustering algorithms based on graph theory.
The main idea of this type of clustering is to regard data objects as complete
graphs or nodes in connected graphs and define the weight between nodes as the
distance between data objects. In the simplest way to describe, all nodes form
a complete graph connected to each other, using the similarity between data
objects to represent the edges of the graph, then the data can be represented in
the form of a weighted complete graph. When similar data samples are gathered
into only one cluster, the data objects are frequently used in clustering method.
Other data samples are gathered into various ones. After the graph is created,
some of the edges are removed by some rules. Based on the weights of the
cluster all the edges of the graphs are categorized in the form of descending
order. And so, for every edge, starting from the maximum weighted edge, all
the edge has been removed when the weight of the current edge is much greater
than the number or the sum of adjacent edges. Further, remove each edge that
has a weight greater than the average adjacent edge weight. After the above
process, a disconnected graph is obtained, in which each subgraph represents
a cluster class.

5. Subspace clustering methods can be considered as a form of local feature se-
lection or local dimensionality reduction, which performs feature selection or
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transformation for different subsets of the data. The techniques of dimensional-
ity reduction might be well-defined as it was path of changing the higher dimen-
sions dataset into lower dimension dataset which also ensured that it delivers
alike information’s. when resolving the classification, these methods are broadly
utilized in machine learning for gaining good fit predictive model. Subspace
clustering can be seen as an extension of traditional clustering. The subspace
clustering algorithm is a kind of algorithm which is able to locate clusters within
various subspaces. Generally speaking, subspace clustering can be divided into
two categories: Bottom-up algorithms and Top-down algorithms.

2.2 Density Clustering Algorithm

Density-based clustering is a class of nonparametric methods that treat regions of
high density as clusters [9]. Density-based clustering methods are based on the
assumption of density-based clusters. A density-based cluster is a contiguous set of
high-density regions separated by low-density regions. The density-based clustering
method is one of the most famous unsupervised learning methods which is used
in the algorithm of machine learning and model building. By the two low point
density clusters, the data points have been separated and such clusters are regarded
as noise.

This class of methods relies on two important parameters: the distance threshold
and the density threshold. The distance threshold and the density threshold param-
eters play vital roles in the density-based clustering algorithm. Further, the distance
threshold defines that the separation between two major consecutive elements in the
cluster is curved to the following decimal point whereas the density threshold has
been well-defined by two parameters such as the neighborhood radius, i.e. eps, and
data points numbers, i.e. minPts. These two can be comprehended if prospecting
the two concepts called density reachability and connectivity. One of the most im-
portant concepts in density-based methods is the nearest neighbor of a data point,
which is defined as follows: the nearest neighbor is considered the most essential in
cluster algorithms. Also, the analysis of the nearest neighbor is expressive statistics
which displays locating feature patterns by contrasting the clearly observed nearest
neighbor distance. It is also considered one of the simplest procedures which can be
able to classify the rule of the nearest neighbor.

The α nearest neighbor of a data point u ∈ U is:

Qα(u) = {o ∈ U : dist(u, o) ≤ α}. (6)

In Equation (6), dist(, ) is a specific distance function.

1. Directly density-reachable: If a data point u ∈ U satisfies u ∈ Qα(o) and
|Qα(o)| ≥ p, then the data point u is directly density-reachable from the data
point o.

2. Density-reachable: If there is a sequence of data points denoted by {ua1, ua2, . . . ,
uan}, ua1 = u, uan = 0, such that for i = 1, 2, . . . , n− 1, there is a direct density
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reachable from data point uan+1 to uan, and data point u from data point o is
density reachable.

3. Density-connected: If there is a data point with the given parameters α and p
and data points are density reachable from the data point, the two data points
are then density-connected using these parameters.

A cluster class can be defined as the largest set of densely connected points.
Mathematically, it can be defined as follows: Cluster: Given parameters α and p,
a cluster needs to satisfy the following two properties:

1. Maximality: For ∀u, o, if u ∈ C is density-reachable from u to o, then o ∈ C.

2. Connectivity: For ∀u, o ∈ C, u and o are densely connected.

Based on the two parameters α and p and the above definitions, density-based
clustering can identify three different types of data points:

1. Core point: A core point is a data point with high-density neighbors, that is, the
number of α nearest neighbors is greater than or equal to the density threshold p.

2. Border point: The border point also belongs to a certain cluster, but its neigh-
bors are not dense. According to the border point of the clusters, the latent
cross cluster is utilized for removing the edges of the cross-cluster.

3. Noise point: The noise point does not belong to any cluster whereas the noise
point has been considered as neither a core point nor a border point. Also,
it classifies arbitrary size clusters in the database along with outliers. A noise
point is not assigned for two points such as core and border points.

For data points that are both core points, the direct density reachability is
a symmetric relationship, but if a core point and a boundary point are involved,
the direct density reachability is usually not symmetrical. Density accessibility, as
an extension of direct density accessibility, is also asymmetric.

2.3 Density Peak Clustering Algorithm

The density peak clustering algorithm is a new clustering algorithm that can find
non-convex clusters. Density peak cluster classify the centers of cluster at ease
without any preceding data. The non-convex clusters are the clusters which are
usually incapable to recognize the clusters along with the shapes of non-convex
specially the manifold ones. The core idea of the algorithm is based on two important
assumptions about the cluster center point or the density peak point [10, 11].

Assumption 1. The local density of the cluster center point is greater than the
local density of its surrounding neighbors.

Assumption 2. There is a relatively large distance between the cluster center point
and other center points.
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The above two assumptions not only describe the cluster center point but also
give a criterion for detecting the center point. To quantify the above assumptions,
two important values are introduced for each data point ui: the distance δi of the
data point whose local density χi is greater than it and is closest to it.

The local density χi is defined as:

χi =
∑
uj∈U

ε (dist (ui, uj)− dc) ,

ε(u) =

{
1, u < 0,

0, u ≥ 0.

(7)

In Equation (7), dc is called the cutoff distance, which is the only input parameter
of the density peak clustering algorithm and actually plays the role of the distance
threshold.

The data point distance δi is defined as:

δi =

{
minj:χi<χj

(dist (ui, uj)) , if Jjs.t.χi < χj,

minj (dist (ui, uj)) , otherwise.
(8)

Similar to the clustering algorithm based on the center point, the density peak
clustering algorithm also needs to find the center point (density peak) of the cluster.
In order to obtain the cluster center point, the density peak clustering algorithm
constructs the decision graph of χ and δ, and selects the data point with larger
χ and δ as the cluster center. Simply put, the data point at the top right of the
decision diagram is manually selected as the cluster center. The 2D medium density
peak clustering algorithm is shown in Figure 2.

In Figure 2, 25 data points are shown, and the decision graph for this data
contains χ and δ for each point. Figure 2 b) is above the density peak points,
these two points have high δ and relatively high χ. However, the distribution of the
remaining points is different from the clustering algorithm based on the center points.
In terms of allocation strategy, this algorithm is similar to density-based clustering
algorithm or agglomerative hierarchical clustering algorithm, and the attribution of
data points depends on the attribution of surrounding points. The agglomerative
clustering is defined as most common type of hierarchical clustering which is used
for collection of objects in cluster based. It is also known as AGNES which defines
Agglomerative Nesting. By treating every object as a single cluster, this algorithm
has been initiated. For the remaining data points ui, the density peak clustering
algorithm classifies them into the cluster class of the data points whose density is
greater than ui and is the closest to ui, and only needs to complete the assignment
of the remaining data points in one step.
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a) Data point distribution

b) Decision start

Figure 2. 2-dimensional medium density peak clustering algorithm

3 RETRIEVAL ALGORITHM OF ENTERPRISE
DATA CENTER RESOURCE

3.1 Dimensionality Reduction Processing Enterprise
Data Center Resources

Because there are many kinds of characteristic data in the enterprise data cen-
ter resources, the distribution of data points in space is relatively sparse, and the
similarity measurement method in low-dimensional space cannot effectively process
high-dimensional data. The similarity measurement method measures data mining
building blocks and utilized in recommendation engines, methods of clustering and
detecting anomalies. This method is a distance along with dimensions to express
the object features. The similarity between two data objects is determined by using
the measurements method. To this end, the kernel principal component analysis
method [12, 13] is used to reduce the dimensionality of enterprise data center re-
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sources. In kernel principal component analysis, for the reduction of dimensionality,
the linear, polynomial, sigmoid kernel methods are used. As the reduction of dimen-
sionality k-means clustering is put in to the document’s reduction. Assuming that
the resource set in the original enterprise data center is D = {d1, d2, . . . , dn} ∈ Rm,
the nonlinear mapping is:

ϕ : Rm → F,

d 7→ g = ϕ(d),
(9)

Centralize the enterprise data center resources mapped in the high-dimensional
space, and then solve the covariance matrix of the data center resources of the
high-dimensional enterprise:

HJ =
1

n− 1

n∑
i=1

ϕ (di)ϕ (di)
T =

1

n− 1

n∑
i=1

gig
T
i . (10)

Eigendecompose HJ to solve the eigenvector matrix:

HJhr = φrhr. (11)

But:
gTi HJhr = φrg

T
i hr. (12)

Substitute Equation (10) and Equation (11) into Equation (12) to get:

n∑
i=1

n∑
j=1

γr
k

n∑
k=1

(
gTi gj

) (
gTi gj

)
=

n∑
i=1

(n− 1)φr

n∑
k=1

γr
k

(
gTi gk

)
. (13)

Introduce the kernel function:

Kjj = gi
Tgj. (14)

Substitute Equation (14) into Equation (13), and simplify to get:

Kγr = φrγ
r. (15)

Using the Equation (15) to eigendecompose the kernel function matrix K, γr can
be obtained, and further eigenvectors can be obtained. Use the obtained feature
vector to perform feature transformation on the high-dimensional enterprise data
center resource set:

g = ηTgi = ηTϕ (di) =
n∑

k=1

γkK (dk, di) . (16)

When non-linear mapping is performed on the resource set in the original enter-
prise data center, the specific form of the non-linear mapping is not clear. Therefore,
by selecting an appropriate kernel function K, performing eigendecomposition, and
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obtaining the eigenvector γr, further, the resource gi of the enterprise data center
after dimensionality reduction can be obtained.

3.2 Extracting the Distribution Characteristics
of Enterprise Data Center Resources

After dimensionality reduction and processing of enterprise data center resources,
combined with feature space reorganization technology, the enterprise data center
resource set structure reorganization is carried out, and the feature quantity of
enterprise data center resource distribution is extracted. Calculate all link gain
values and use the deep learning method [14] to obtain the clustering similarity
feature of enterprise data center resources as:

KL =
λ (gi + b)

z
. (17)

In Equation (17), λ represents the value result of enterprise data center resources
defined by the standard. If the link gain value is z ≥ 1, the fitness weight coefficient
of enterprise data center resources is obtained as a positive number. Modify the
clustering parameters of the resource set in each enterprise data center, and obtain
the clustering effectiveness evaluation parameter distribution set and index weight of
all cluster head nodes. A cluster head is considered as node which collects informa-
tion’s from the cluster sensors and sending information’s to the base stations. The
cluster heads are the nodes that pretend as a head of cluster. Based on the above
analysis, a deep learning model for clustering enterprise data center resource sets
is established, and the fuzzy feature distribution of enterprise data center resource
sets is obtained, and the constraint programming model of enterprise data center
resource sets is obtained as follows:

min(F ) =
m∑
i=1

n∑
j=1

gijKij. (18)

For the best cluster centers of all cluster head nodes, through ambiguity de-
tection, the evaluation set and test set of enterprise data center resource set are
obtained. After suspending the transmission of enterprise data center resources, the
characteristic distribution of the enterprise data center resource set is obtained as
follows:

Dq = κ× µ2 + v × µ. (19)

In Equation (19), κ represents the fused clustering feature set of enterprise data
center resources, µ represents the pixel brightness value before correction of the
fused clustering feature set of the resource set in the enterprise data center, and v
is the regression parameter. According to the extraction results of the distribution
characteristics of the resources in the above enterprise data center, the density peak
fusion clustering is performed.
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3.3 Peak Clustering of Set Density in Enterprise Data Center Resources

On the basis of extracting the distribution characteristics of enterprise data center
resources, the density peak clustering is performed on the resource sets of the en-
terprise data center. According to the grid block distribution of the resource set in
the enterprise data center, the density peak feature quantity of the resource set in
the enterprise data center is extracted, and the iterative formula of the algorithm
for extracting the density peak feature is given as follows:

ϖ(θ) = Dq ×ϖ(θ − 1). (20)

In Equation (20), ϖ represents the choice to adopt the embedded dimension
scheduling value. Assuming that θ is the boundary value vector of the resource set
in the enterprise data center transmitted by the cluster head node, the kurtosis of
the resource set in the enterprise data center is defined as:

θkurt(v) = ϖ(θ) + E (v1 + v2) + ϑ. (21)

In Equation (21), v1 and v2 represent the boundary feature quantities of the
resources in the enterprise data center, respectively, and ϑ is represented as a scalar.
Through density peak clustering, the density distribution of resources in enterprise
data center can be obtained to satisfy the following formula:

Sxy = ∥Bx −By∥2 . (22)

In Equation (22), x and y respectively represent any two nodes in the resource
density distribution of enterprise data center resources, and Bx and By respectively
represent the corresponding density pixel values of the two.

3.4 Realization of Resource Retrieval in Enterprise Data Center

Based on the clustering results of the peak density of resource sets in enterprise data
center, a semantic correlation distribution model for resource retrieval in enterprise
data center is constructed. Through the semantic registration and weighted vector
combination control method [15], the retrieval of enterprise data center resources
is realized. Using the joint quantitative feature analysis method, the least squares
fitting function for the retrieval of enterprise data center resources is obtained [16].
The least square method finds a regression line or best-fitted line for any data set
which is labelled by an equation. The core functions of the least square method
reduce the sum of the squared errors. The description is as follows:

| ρ(x) = ϖ (Sxy)σxy. (23)

In Equation (23), σxy = 1 indicates that the output of resource retrieval in
enterprise data center satisfies convergence, and σxy = 0 indicates that the output
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of resource retrieval in enterprise data center diverges. Therefore, the retrieval of
enterprise data center resources is constructed, and the entropy function of the
information distribution of enterprise data center resources is as follows:

ζ(x) =
ρ(x)− ϑ

k + 1
+ (1− θtot (v)) τ(k). (24)

In Equation (24), τ(k) is the characteristic function. According to the entropy
distribution, combined with the mean function detection method, the retrieval of
resources in the enterprise data center is carried out, and the following results are
obtained:

v(x) = g(x)(k + 1) + e(t) + ξζ. (25)

In Equation (25), e(t) is the set of attribute names, and ξ and ζ are the closeness
functions of the distribution of enterprise data center resources. According to the
above analysis, the retrieval of enterprise data center resources is realized. The
algorithm implementation process is shown in Figure 3.

Figure 3. Algorithm implementation flow chart
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4 EXPERIMENTAL SIMULATION AND ANALYSIS

4.1 Setting Up the Experimental Environment

In order to verify the effectiveness of the resource retrieval technology in enterprise
data center based on the density peak clustering algorithm, the operating system
used in the experiment is Windows 10, and the integrated development environment
is MATLAB 2014a. The hardware conditions are: CPU Intel (R) Core (TM) i7-7700,
main frequency 3.6GHz, memory 8GB. Selecting 5 000MB enterprise data center
resources as the experimental data, the proposed algorithm, the algorithm of refer-
ence [6] and the algorithm of reference [7] are compared to verify the effectiveness
of the proposed algorithm.

4.2 Comparative Analysis of Retrieval Effect
of Enterprise Data Center Resources

In order to verify the retrieval effect of the proposed algorithm in enterprise data
center resources, the retrieval coverage is taken as the evaluation index. The higher
the retrieval coverage, the better the retrieval effect of the algorithm’s enterprise
data center resources. The algorithm of reference [6], the algorithm of reference [7]
and the proposed algorithm are used to compare, and the comparison results of
the retrieval coverage of enterprise data center in different algorithms are shown in
Figure 4.

Analysis of Figure 4 shows that when the amount of enterprise data center re-
sources is 5 000MB, the average retrieval coverage of enterprise data center resources
of the algorithm of reference [6] is 84.6%. The average enterprise data center re-
sources retrieval coverage rate of the algorithm of the reference [7] is 79.7%. The
average enterprise data center resources retrieval coverage rate of the proposed al-
gorithm is as high as 98.2%. From this, it can be seen that the retrieval coverage
of enterprise data center resources in the proposed algorithm is relatively high, in-
dicating that the proposed algorithm has a better retrieval effect on the retrieval of
enterprise data center resources.

4.3 Comparative Analysis of Retrieval Accuracy
of Enterprise Data Center Resources

In order to further verify the retrieval accuracy of the proposed algorithm in en-
terprise data center resources, the retrieval accuracy rate is used as the evaluation
index. The higher the retrieval accuracy is, the higher the retrieval accuracy of the
algorithm’s enterprise data center resources is. The algorithm of reference [6], the
algorithm of reference [7] and the proposed algorithm are used to compare, and the
comparison results of the retrieval accuracy of enterprise data center resources of
different algorithms are shown in Figure 5.
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Figure 4. Comparison results of the retrieval coverage ratio of enterprise data center re-
sources of different algorithms

Analysis of Figure 5 shows that when the amount of enterprise data center re-
sources is 5 000MB, the average retrieval accuracy rate of enterprise data center
resources of the algorithm of reference [6] is 89.1%. The average retrieval accuracy
rate of data center resources in the algorithm of reference [7] is 86.4%. And the
average enterprise data center resources retrieval accuracy rate of the proposed algo-
rithm is as high as 98.9%. It can be seen that the proposed algorithm has a higher
accuracy rate of retrieval of enterprise data center resources, indicating that the
retrieval accuracy of the proposed algorithm in enterprise data center resources is
higher.

4.4 Comparative Analysis of Retrieval Time
of Enterprise Data Center Resources

On this basis, verify the retrieval time of the proposed algorithm in enterprise data
center resources. The proposed algorithm, the algorithm of reference [6] and the
algorithm of reference [7] are used to compare, and the comparison results of the
retrieval time of enterprise data center resources of different algorithms are shown
in Table 1.
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Figure 5. Corresponding author Comparison results of the accuracy rate of resource re-
trieval in enterprise data center in different algorithms

From the analysis of Table 1, it can be seen that with the increase of the amount
of resources in the enterprise data center, the retrieval time of the enterprise data
center resources of different algorithms increases accordingly. When the amount of
enterprise data center resources is 5 000MB, the retrieval time of enterprise data
center resources in the algorithm of reference [6] is 12.3 s. The retrieval time of
enterprise data center resources of the algorithm of reference [7] is 15.8 s. However,
the retrieval time of the proposed algorithm in enterprise data center resources is

Enterprise Data The Proposed The Algorithm The Algorithm
Center Resources Algorithm of Reference [6] of Reference [7]

[MB] [s] [s] [s]

1 000 1.2 4.5 7.2

2 000 2.6 6.1 9.8

3 000 4.1 8.8 11.6

4 000 5.2 10.6 13.2

5 000 6.7 12.3 15.8

Table 1. Comparison results of retrieval time of enterprise data center resources of differ-
ent algorithms
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only 6.7 s. It can be seen that the retrieval time of enterprise data center resources
of the proposed algorithm is shorter.

5 CONCLUSION

In this paper, the retrieval technology of enterprise data center resources based on
the density peak clustering algorithm is proposed, and the density peak clustering
algorithm is used to realize enterprise data center resource retrieval. The algorithm
has better retrieval effect of enterprise data center resources, which can effectively
improve the retrieval accuracy of enterprise data center resources and shorten the
retrieval time of enterprise data center resources. But the time complexity of this
algorithm is high. Therefore, in the following research, how to reduce the time
complexity of this process is the focus of the research.
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