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Abstract. Stock prediction is prominent in the field of Artificial Intelligence. Stock
prediction problems are handled either as a regression or classification task. Stud-
ies in the literature have also shown success for hybrid learning to stock predic-
tion. But little attention is paid to finding out the effect of spatial feature extrac-
tion/distortion over the temporal effect of the deep neural network and vice versa
for the problem under study. The paper, therefore, proposes a hybrid long short-
term memory (LSTM) network over a convolutional neural network (CNN) called
LSTM-CNN as against the popular CNN-LSTM model. The daily price movement
of the S & P 500 index data is utilized. A sliding window technique is considered to
obtain a balanced data of 20-days window data from the S & P 500. The proposed
stock prediction model is investigated further for an optimal set of hyperparameters
using the Bayesian optimization (Bo) technique. In addition, the proposed model
is compared with optimized CNN, LSTM, and CNN-LTSM models. The optimized
LSTM-CNN model is found to outperform the other models with accuracy, preci-
sion, and recall values of 0.9741, 0.9684, and 0.9800, respectively. The proposed
model is established to provide a better stock trend prediction.

Keywords: Stock management, hybrid learning, deep learning, optimization, pre-
diction

1 INTRODUCTION

Investing in a certain financial product is crucial to protect one’s wealth from infla-
tion. The stock market comes to be a very popular option among many investment
portfolios. Though, investment comes with its own risk and reward, and the stock
market is not exemptional. The stock market is projected as a very volatile type
of investment due to its highly non-linear nature [I]. The prices of the assets are
affected by investors’ emotions, earning reports, and news events including pan-
demics, war, oil, and gold prices [2, B, @, B]. In addition, Abu-Mostafa et al. [6]
and Deboeck [7] have pointed out that the financial trends as time series are noisy
and non-stationary. These behaviors of the stock market make it a difficult task to
model the price trend. Despite the complexities and the fluctuations evident with
the stock market and financial assets, traders, investors, and fund managers could
predict the direction of the market using technical analysis. A survey in [8] shows,
over 10000 institutional portfolios in which about one-third use technical analysis
and the portfolios that were managed, technical analysis outperformed those which
do not utilize technical analysis. The Singapore Stock Exchange traders were also
able to make substantial profits by applying technical indicators when making trad-
ing decisions [9]. One practical aspect of achieving many milestone performances is
stock trend prediction (STP). STP has been widely studied due to its beneficial im-
pact on stock market analysis and still draws the attention of many researchers [10].
Four major approaches to STP are vastly investigated in the literature including
statistics [IT], pattern recognition [12], machine learning (ML) [13], and sentiment
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analysis [14]. Moreover, deep learning (DL) techniques, an aspect of ML, are gaining
apt attention in recent studies of STP due to their ability to handle complex non-
linear computational intelligence [I5]. Diverse DL techniques are since suggested in
the literature for handling STP.

Earlier, Gengay [16] suggested that technical traders make their decisions based
on the idea that market patterns are assumed to reoccur in the future and thus
the past patterns can be used to predict the future trend if they occur again. He
has also found strong evidence suggesting that the non-linear stock market can be
predictable by using historical buy and sell signals. This is very motivating as it
suggests that there are patterns in the stock prices that can be used to predict the
direction of the stock. In recent times, a convolutional neural network (CNN) [I7],
a state-of-the-art algorithm that does well in recognizing patterns in image data is
employed for STP. In addition, the long short-term memory (LSTM) model is found
also suitably dominant and preferable DL model when it comes to financial time-
series prediction because it fits well with the time-varying characteristic of financial
data [I8]. On the other hand, CNN works better on static data such as image data
which is non-time varying. Since there are spatial features in the stock price chart
that are often used by technical traders, researchers have also found creative ways
to transform 1-D financial time-series data into 2-D image-like data. For example,
the authors in [I9] have transformed the 1-D financial time series to image data
by using Gramian Angular Field (GAF). The GAF imaging method is proposed
by [20] in which the authors also proposed Markov Transition Field (MTF) method
to encode the time-series data to image data. Gudelek et al. [2T] use the sliding
window technique to encode the time-series data into 28-by-28 image data. The 28-
by-28 image data consists of the price, volume, and values of 26 technical indicators
across 28 days. The diverse abilities of DL techniques in dealing with either the
spatial or temporal features in data led to the formation and acceptance of hybrid
DL models. Hence, the popularity of the CNN-LSTM model in the studies of STP.

Meanwhile, the use of CNN as the top layer tends to disrupt the temporal
features of the time series data. It may, therefore, reduce the effectiveness of the
LSTM layer. On the other hand, LSTM outperforms CNN in stock prediction. It
is not surprising as we are dealing with time series data and LSTM can capture
temporal features better than CNN [22] 23]. Researchers often use CNN to perform
feature extraction and feed the output to the LSTM layer [22, 23, 24]. But the
drawback of using CNN as the top layer on LSTM remains unresolved. More so,
Jiang [I0] suggested the need to provide a more comparative structure of neural
networks to fully understand stock predictions. The question is: “are temporal
features more important than spatial features in stock trend prediction?” Therefore,
the paper proposes an LSTM-CNN approach to the study of stock prediction on one
part as a way of improving on the drawback of CNN-LSTM and the other compares
the different architecture of hybrid models of CNN and LSTM.

The benefit of daily stock trend prediction lies in providing investors and traders
with valuable insights into the potential direction of stock prices over the short term,
which includes:
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Short-term trading opportunities: Daily stock trend predictions can help short-
term traders identify potential entry and exit points, facilitating more agile
trading strategies to capitalize on short-term price movements [I3].

Risk management: By having an idea of the daily trend, investors can adjust their
position sizes or implement stop-loss orders to manage risk more effectively [T6].

Enhanced decision-making: Daily trend predictions, when combined with other
forms of analysis (e.g., fundamental analysis), can assist investors in making
more informed decisions about their portfolios [21].

Trading volume: Daily predictions may lead to increased trading activity, which
can improve liquidity and market efficiency [23].

Algorithmic trading: Many algorithmic trading strategies [25], 26, 27] depend on
short-term price trends, and daily predictions can be valuable inputs for these
strategies.

Sector and market analysis: Daily trend predictions can help identify broader
market trends or sector-specific movements, allowing investors to adjust their
allocations accordingly [28].

Behavioral finance: Studying daily trends can shed light on investor sentiment
and market psychology, which can be informative for understanding market
dynamics [29].

Learning and research: Daily predictions can serve as training data for develop-
ing and refining prediction models, advancing the field of machine learning and
artificial intelligence in finance [30].

The rest of the paper is organized as follows. In Section 2 we discuss the related
works. Section [] provides the methodology used in the paper. Section [] presents
the results and discussion. Finally, the conclusion as well as suggestions for future
research are discussed in Section Bl

2 RELATED WORKS

There are numerous different methods of stock forecasting. These methods include
vast statistical and ML techniques. In general, statistical models for stock forecast-
ing are statistical assumptions about stock price movement. The assumption allows
us to calculate the probability of the stock trend and make predictions thereof. The
training and predicting processes of statistical models are very well defined by statis-
tics and calculations. This means that all the predicted results can be traced and
understood easily making the model more transparent. The Autoregressive Inte-
grated Moving Average (ARIMA) model, also known as the Box-Jenkins model, is
commonly used in statistical methods. It is a model that is fitted to time-series data
to perform analysis and forecasting. ARIMA relies only on past data of the time
series and the error from the previous forecasting. The authors in [31] compared the
ARIMA model with Artificial Neural Network (ANN) using only stock closing price
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from the New York Stock Exchange as input and found that ANN performed su-
perior to the ARIMA model. One important reason why ARIMA performed worse
than ANN is that the ARIMA model assumes that the data are stationary [32].
This makes it difficult to model financial time-series which are highly non-linear.
The authors in [T}, BI] found that the ARIMA model is more robust in short-term
prediction. However, it cannot achieve convergence in the long term [33]. This
means that the prediction accuracy of ARIMA will get worse in the long run.

In short, although the ARIMA model performs quite well in the short term, it
has some fatal limitations. Firstly, as a linear statistical model, it assumes that the
data are linearly correlated [34] and stationary [6], [7]. This assumption makes it fail
to capture the non-linear pattern from financial time-series data. Secondly, it does
not converge to the financial time-series in the long-term causing more computa-
tional cost [33]. Lastly, it only accepts univariate time-series data, thus means it
is challenging for ARIMA to imitate technical traders by using technical indicators
and stock prices. Gong and Sun [28] used a Logistic Regression (LR) model to pre-
dict the next month’s stock price trend of Shenzhen Development Stock A using the
current month’s data. The inputs used were closing price, opening price, highest
price, lowest price, composite weight price, daily turnover, the total amount traded,
and total volume traded. LR model was found to have much lower complexity and
higher accuracy in the study when compared to hybrid models such as Radial Ba-
sis Function-Artificial Neural Network (RBF-ANN). However, the LR model only
performed better with less training data. When there were more training data, the
RBF-ANN performed better. Although LR is popular in ML recently, however,
there exist other sophisticated models for prediction problems.

The authors in [35] used a three-layer back-propagation ANN as a benchmark
to compare with 2 support vector machine (SVM) models. The SVM models uti-
lized the Gaussian kernel and polynomial kernel to map input data to a higher-
dimensional space. Five different datasets including Standard & Poor 500 stock in-
dex futures (CME-SP), United States 30-year government bond (CBOT-US), United
States 10-year government bond (CBOT-BO), German 10-year government bond
(EUREX-BUND) and French government stock index futures (MATIF-CAC40) were
used. The experiment conducted as a regression problem to forecast future prices
of the financial products uses training data consisting of 5 input variables that map
to 1 output variable. The input variables include 1 Exponential Moving Average
(EMA) and 4 lagged Relative Differences in Percentage of Price (RDP) values while
the mapped output is an RDP of 5 days in advance. Meanwhile, the price was
first smoothed by a 3-day EMA. The models were evaluated using normalized mean
squared error (NMSE), mean absolute error (MAE), directional symmetry (DS),
and weighted directional symmetry (WDS). The authors noted that the Gaussian-
SVM performed better than the Polynomial-SVM but the experimental results for
Polynomial-SVM were not given. The experimental results also showed that the
Gaussian-SVM performed better than the three-layer back-propagation network.
Across all the datasets, the Gaussian-SVM has lower NMSE, MAE, and WDS than
the three-layer back-propagation network, although the WDS of the former is greater
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than the latter. It indicates that Gaussian-SVM performed better than the three-
layer back-propagation network.

The research conducted in [29] compared a three-layer ANN, Polynomial-SVM,
and Radial Basis Function-SVM (RBF-SVM) by predicting the stock direction of
the daily Istanbul Stock Exchange (ISE) National 100 Index. The dataset consists of
10 technical indicators as inputs mapped to a binary label as output for each entry.
The value of the output was determined by comparing the current price and the
previous price. For example, if the current price is higher than the previous price,
the output is “1” which means an uptrend and vice versa. The experimental results
showed that the ANN achieved an average accuracy of 75.74 % while Polynomial-
SVM and RBF-SVM achieved 71.52 % and 62.23 %, respectively. A three-layer mul-
tilayer perceptron (MLP) was compared with an Elman Recurrent Neural Network
and a Linear Regression model to predict the Tehran Stock Market stock price [36].
The inputs used were the highest daily price, lowest daily price, and the average
daily price of the last 1 to 10 days. The output is the predicted price of the next
day. For example, if only the inputs consist of only 1-day prices, the second-day
price will be predicted. If the inputs consist of 10-day prices, the eleventh-day price
will be predicted. In addition to price prediction, price change prediction was also
performed which relates more to our research objective. The MLP performed the
worst with an accuracy of slightly over 50 %. This is not much better than flipping
a coin to guess the trend of the stock. Another research [I5] utilized a three-layer
MLP to predict buy, sell, or hold signals for the Walmart (WMT) stock. Three tech-
nical indicators were used as inputs to the MLP model for prediction. An overall
accuracy of 65.52 % was achieved. Results from the different studies show that MLP
lacks capacity to capture either the spatial or temporal features of stock, hence may
not be a choice model for stock prediction.

CNN was employed to perform regression and classification tasks on stock fore-
casting [12]. The data used consists of 17 Exchange Traded Funds (ETFs) listed
on the New York Stock Exchange. The data includes the computed price calcu-
lated, the volume traded, and 25 values of technical indicators resulting in a total of
28 features. It is worth noting that the 25 values of technical indicators were from
8 technical indicators with different time lags. The 28 features were collected across
28 trading days. It was achieved by utilizing the sliding window technique. It results
in 28 parallel time-series that were stacked upon each to form a 2-D-like image data.
The 29"-day price and trend were then used as target labels for the stock trend
prediction. The CNN model trained for regression task (price prediction) can be
used for trend prediction as well. This was done by discretizing the predicted price.
As a result, the CNN model trained for the classification task (trend prediction)
achieved an accuracy of 78.46 % for binary classification. Using 9 variables includ-
ing month, date of the month, day of the week, change of daily close price, change of
daily open price, change of daily highest price, change of daily lowest price, change
of daily volume traded, and change of daily high-low price difference percentages,
a CNN prediction model was built on NIFTY50 [37]. Meanwhile the CNN model
lacks temporal feature extraction of stock data, which is an important aspect of stock
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prediction. In comparison with CNN, other models including Multivariate Regres-
sion, Decision Tree Regression, Bagging Regression, Boosting Regression, Random
Forest (RF), ANN, and SVM models were tested. The models were evaluated using
the Root Mean Square Error (RMSE) and the product-moment correlation value
between the predicted value and the actual value of NIFTY50. The results showed
that the CNN model performed the best with the highest correlation value and
lowest RMSE when compared to other models.

A study by Nelson et al. [38] compared LSTM, MLP, RF, and Pseudo-Random
models in predicting the stock trend. The data used were labeled with 2 classes
namely “up” or “down”. If the stock price of the current 15-minute timeframe
is higher than the previous 15-minute timeframe, then it is labeled as “up” and
vice versa. The models were trained and tested on 5 stocks from the Brazilian
Stock Exchange (Bovespa) namely BOVA11l, BBDC4, CIEL3, ITUB4, and PETRA4.
The results indicate that the LSTM has the highest accuracy across all 5 stocks in
predicting the stock trend. An average accuracy of 55.9 % was achieved by LSTM.
While the LSTM performed the best among all the models, the accuracy cannot be
considered as good. We think that the LSTM achieved low accuracy because of the
large amount of input. The researchers used 175 technical indicators which are too
overwhelming leading to the curse of dimensionality. Whereas training the LSTM
model may improve the model’s performance. See [22] for a further comparative
study of DL models for stock forecasting.

In a similar vein, a hybrid model is believed to improve model accuracy. The
authors in [2T] proposed a hybrid model of CNN-LSTM to predict the stock market
index of Shanghai (STT), Japan (N225), Singapore (STI), and Indonesia (JSX). The
study compared the performances of CNN, LSTM, and CNN-LSTM. The perfor-
mances of the models were evaluated using RMSE. The stock price time series of
STI, N225, STI, and JSX was collected as 4 parallel time series in a time step of
4 days. The data were then used to train the models. The results indicated that
the CNN-LSTM model performed the best with the lowest RMSE when predicting
the stock index prices. However, the CNN-LSTM model maybe lacking in capturing
temporal dependencies in the data while also handling multi-dimensional features
consist in the stock data.

3 METHODOLOGY

This section discusses the materials and methods used in the research paper. The
data is based on the past 20 days’ S& P 500 chart data to predict the next-day end
of a financial time-series classification task. The output will be either “uptrend” or
“downtrend”, encoded as 1 and 0, respectively.

3.1 Data Used

The financial asset used is the Standard & Poor’s 500 (S& P 500) index with the
ticker symbol ‘GSPC’ sourced from Yahoo Finance [30]. The S & P 500 index tracks
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the performance of the 500 leading publicly traded companies on stock exchanges
in the United States of America. The data include the closing price, opening price,
highest price, lowest price, volume traded of the S& P 500 index. The data is col-
lected in a daily timeframe from 1%* November 1999 to 315* December 2019 (20 years
and 2 months). It is worthwhile to point out that the volume of data from the final
2 months in 1999 is required to compute the technical indicators, whereas the actual
data volume used for model training and testing is from 1%* January 2000 to 315
December 2019 (20 years). Values of technical indicators derived from the S & P 500
prices are thereafter computed using the Technical Analysis Library (TA-Lib) [39].
The technical indicators computed are listed in Table [I] Note that the number of
outputs for each technical indicator may be different. Thus, we treat each output as
an individual feature even though they might be from the same technical indicator.
The formulas for each technical indicator are stated below.

Technical Indicators Parameters No. of Outputs
Simple Moving Average MA Length: 5 1
Simple Moving Average MA Length: 10 1
Exponential Moving Average MA Length: 5 1
Exponential Moving Average MA Length: 10 1
Weighted Moving Average MA Length: 5 1
Weighted Moving Average MA Length: 10 1
Relative Strength Index RSI Length: 14 1
Stochastic %K Length: 14

%D Smoothing: 3 2
Commodity Channel Index Length: 20 1

Moving Average Convergence Divergence Fast Length: 12

Slow Length: 26

Signal Smoothing: 9 3
Total 13

Table 1. List of technical indicators collected

Simple Moving Average:

SMAt,n:p1+p2+p3+.”+pt., (1)
’ n

where SMA;,, is the SMA at period ¢, p; is the asset price at period ¢, and n is the
number of days to average.
Exponential Moving Average:

2

« EMA_ 1, % <1 - M) , 2)

EMA,,, =
tn = Pe ¥ (n+1)

where EMA, ,, is the EMA at period t, p; is the asset price at period ¢, and n is the
number of days to average.
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Weighted Moving Average:

p1(n) +pa(n —1) +ps(n —2) 4+ - +py 3)
nx(n+1) )
2

WMAt’n =

where WMA,,, is the WMA at period ¢, p; is the asset price at period ¢, and n is
the number of days to average.
Relative Strength Index:

100
1o e (4)
AvgDn,,

RSI,,, = 100 —

where RSI;,, is the RSI at period ¢, AvgUp,, is the average gain of price in the last
n days, AvgDn,, is the average decrease of price in the last n days, and n is the time.
Stochastic:

p¢ — Lowest,,

(7K n — . )
o Highest,, — Lowest,,

%Dy = SMA, (%K), (5)

where %K ,, is the Fast K value at period ¢, p; is the asset price at period ¢, Lowest,,

is the lowest price in the past n days, Highest,, is the highest price in the past n days,

n is the time, %D, 4 is the simple moving average of Fast K at period ¢ across d days.
Commodity Channel Index:

TP, — SMA,,,(TP) ©)
0.015% MD

CO]t,n =

where TP, is the typical price (TP = w) at period ¢, SMA,,(TP) is

the simple moving average of typical price over n days at period ¢, and MD is the
> TPi—SMAt,n(TP))
> .

mean deviation (MD =
Moving Average Convergence Divergence:

MACDt = EMAtJQ(p) + EMAt726(p), (7)
MACD signai, = SMAyo(MACD),
MACDpiq, = MACD — MACD gignals

where p is the current asset price, EMA;12(p) is the exponential moving average
of asset price at period ¢ over 12 days, and SMA;¢(MACD) is the simple moving
average of MACD at period t over 9 days.

3.2 Model Architecture

The proposed Bo-based LSTM-CNN consists of an LSTM model and the CNN
model. The LSTM receives the data input and constructs temporal features from the
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data as input into the CNN model. The CNN then works on the temporal features
input to make a classification of the stock trend — “0” or “1”. The proposed model
is shown in Figure 1. Meanwhile, the ‘m layers’ and ‘n layers’ in Figure [l mean that
there might be repeating layers of LSTM, CNN, and Pooling layer for the models.
These numbers require optimization. Models are known to behave differently with
the same or different sets of hyperparameters. The Bo is used to optimize the
LSTM model. Bo is more efficient than Grid Search and Random Search (as other
most popular optimization algorithms) because the hyperparameters are selected in
an informed manner [40)].

m layers n layers
fISTM ™ p . Fully a B
Layer Dropout Convolutional Pooling Dropout Connected Output Layer
{Input Layer Layer Layer Layer Layer (Dense)
(Dense) \—)

\Layer)

Figure 1. The architecture of the proposed hybrid LSTM-CNN

4 RESULTS AND DISCUSSION

After selecting the final input features, we performed data normalization using the
min-max technique [—1,1] and data segmentation using the sliding window tech-
nique, following the suggestion in [41], which studied stock prediction using data
segmented with a window size of 20, 40, 60, and 80. The authors found that the
window size of 20 performed the best. Thus, our window size is 20. Spearman’s rank
correlation coefficient in a 20-days window was computed and the average is found.
The extracted 20-day data using the sliding window technique is shown in Figure [
In each figure, Figure depicts the extracted trend, while Figure demon-
strates the 20-day sliding-window technique. The reason coefficients in a 20-days
window are computed is the different ranges in the whole dataset. For example, the
price ranges from 0 to infinity while the Relative Strength Index (RSI) has a fixed
range (0 to 100). Calculating the correlation coefficient for the whole data at once, it
is expected that the technical indicators with fixed ranges will have low correlations
to the close price. The effect is as the price continues to increase; the technical indi-
cators fluctuate between 2 fixed values. Thus, it is practically infeasible to extract
useful information on the whole data. The results of Spearman’s rank correlation
coefficient on the whole data and the 20-day window are shown in Figure Bl Fig-
ure shows a better correlation coefficient result than the Figure . Hence,
2 features from the moving averages and 3 features from the other technical indica-
tors are most correlated to the close price of the S& P 500. The features are EMA_5,
WMA 5, RSI, STOCH K, and CCI. 10 attributes in total are, therefore, selected
including the close price for training the model.
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The min-max helps to scale down features with higher magnitudes, thereby
nullifying their weighing effect on other features with smaller magnitudes. The
target variable Y (close price) is thereafter labeled “1” as the uptrend and “0” as
the downtrend. We determine the trend by comparing the closing price of the final
day in the predictor with the next day’s closing price. If the closing price on the
final day is lower than the next day, then the predictor’s label will be “1” (uptrend),
else the label is “0” (downtrend). In short, we will be using the 20 days’ worth
of input features (1 predictor) to predict the trend of the S&P 500 on the 21%
day (next the day). The one day ahead prediction is beneficial to STP as ealier
discussed in latter part of the introduction of this paper and popularly suggested in
the literature [25, 26, 27]. Refer to the following rule for a formal description of the
predictors.

v _ 1, if close; < close;iq,
0, if close; > close;y.

Note that, close; means the closing price of the S& P 500 on the i*™" day.

Finally, the dataset is split into 80 % training, 10 % validation, and 10 % testing
sets, randomly, respectively.

Other models such as CNN, LSTM, and CNN-LSTM were introduced to compare
with the LSTM-CNN for performance evaluation. There is no practical guide, to the
best of our knowledge, on how to select the hyperparameter range when performing
optimization. As suggested in [42] the learning rate should be within the range of
0.000002 and 1. The models are, therefore, subjected to Bo hyperparameter search
to obtain parameters at which the model is performing at its best.

Initially, 50 trials for each model are performed. This means that 50 different
sets of hyperparameter values are tested for each model. For each trial, the models
are trained for 5 epochs. Ideally, the models should be trained for more epochs.
Besides, the models’ performances should be shown to sync with the optimization
process. For example, for each combination of hyperparameter values, the model is
trained for 100 epochs with the Early Stopping criterion and the best model trained
with the optimal hyperparameters will not require final training. Unfortunately, we
have limited resources and can only train each combination for a low number of
epochs. Therefore, final training is needed to train the models using the optimal
hyperparameters found. The benefit of using a low number of epochs is that the
combination of hyperparameter values results in a model that is fast learning during
the start of the training. The downside is that fast initial learning does not guarantee
the best performance at the end. The optimal set of hyperparameter values will be
chosen based on the validation accuracy during the training. In other words, we
are optimizing the models based on their validation accuracy. The hyperparameters
search before and after the training are presented in Tables [2 B} H B}

We consider the distribution of the data and observe that the percentages of
both classes are close, as shown in Figure ] It means that the dataset is balanced.
The four models are then constructed using the training, validation, and test sets.
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The prediction output by the trained models is a probability of the form given by.

?

0, if prediction probability < 0.5.

Trend =

a) Extracted stock trend

if prediction probability > 0.5,
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Figure 2. The 20-day sliding window technique

Accuracy and loss functions are plotted for each model.
presented in Figures [5] [6] [ B Figure [ illustrates the model accuracy and loss
for the CNN model. It could be observed that the CNN model is well-trained. It
is neither overfitted nor under-fitted. The training and validation accuracies are
close to each other, and the improvement only stagnates after around 70 epochs

Sliding
Window

The results are

as
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Figure 3. Heatmap correlation coefficient

of training. The same can be said for the training and validation loss. The loss
kept decreasing until around 80 epochs of training and there is not much deviation
between training and validation loss. Besides, the model achieves high accuracy and
low loss. Likewise, the LSTM and CNN-LSTM behave in the same manner as the
CNN, as shown in Figures and and in Figures and [TD)] However, one
interesting outcome is that the LSTM model obtains better training results than
the CNN model in shorter training time with training and validation accuracies
climbing above 90 % during the start of the training, while the CNN-LSTM gains
better performance than the two models at the same start of the training.
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Hyperparameter Value

Dropout 0.2

Loss Binary Cross-entropy
Optimizer Adam

Batch Size 32

Strides (Pooling Layer) 1

Activation (Convolutional Layer) ReLU
Activation (Fully Connected Layer) ReLU
Activation (Output Layer) Sigmoid

Table 2. Fixed hyperparameters

Moreover, the LSTM-CNN model achieved the highest accuracy and low loss.
The model is well-trained. There is not much deviation between the training and
validation accuracies. While there is a slight fluctuation in the loss during the end
of the training, the deviation between the training and validation loss is not huge,
as shown in Figures and

Considering model performance evaluation; accuracy, precision, and recall of
each of the models are computed. The result shows that Bayesian-optimized LSTM-
CNN obtained the best results for all 3 performance metrics used, as shown in
Figure 0] The second-best model is the CNN-LSTM model, followed by LSTM,
and lastly CNN (also Bayesian-optimized). Based on the metrics, the hybrid DL
models performed better than the conventional DL models. It implies that there
is a competitive advantage in using the hybrid model in stock trend prediction.
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Figure 5. The CNN model
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b) Model’s training and validation loss

Figure 7. The CNN-LSTM model
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Hyperparameter Range of Value Optimal Value
Number of Convolutional and Pooling Layers 1-3 3
Number of Convolutional Kernels 4-64

15¢ layer 4
2nd Javer 64
3 layer 4
Kernel Size 1-10

1% layer 4
2nd Javer 10
34 Jayer 6
Pool Size 2-20

15t layer 18
2nd Jayer 2

34 layer 16
Number of Nodes in Fully Connected Layer 4-64 8
Learning Rate for Adam Optimizer 0.000002-0.9 0.001

Table 3. Hyperparameters search space for CNN using Bo

Hyperparameter Range of Value Optimal Value
Number of LSTM Layers 1-3 1

Number of LSTM Units 4-64 8

Number of Nodes in Fully Connected Layer 4-64 48

Learning Rate for Adam Optimizer 0.000002-0.9 0.005

Table 4. Hyperparameters search space for LSTM using Bo

Besides, LSTM also outperformed CNN which tells us that the temporal features
are more important than spatial features in stock trend prediction. It is also true
when comparing CNN-LSTM and LSTM-CNN. LSTM-CNN performed better than
CNN-LSTM which confirms that there is a disruption to the temporal features if
CNN is used as the top layer in the hybrid model. It is also worth noting that all
4 models achieved an accuracy of more than 90 %. The CNN and LSTM models

Optimal Value

Hyperparameter Range of Value CNN-LSTM LSTM-CNN
Number of Convolutional and Pooling Layers 1-3 1 1

Number of LSTM Layers 1-3 1 1

Number of Convolutional Kernels 4-64 24 64

Kernel Size 1-10 6 60

Pool Size 2-20 9 3

Number of LSTM Units 4-64 12 2

Number of Nodes in Fully Connected Layer 4-64 12 64

Learning Rate for Adam Optimizer 0.000002-0.9  0.005 0.005

Table 5. Hyperparameters search space for CNN-LSTM and LSTM-CNN using Bo
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in [38] @3] only achieved an average accuracy of 60.02% and 54.26 %, respectively.
In another study [44], the highest accuracies achieved by CNN and CNN-LSTM are
75.97 % and 79.94 %, respectively. The proposed hybrid model has, to compete with
the best performances compared to others models in the literature.

BMCNN ®LSTM mCNN-LSTM mLSTM-CNN
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Figure 9. Comparison of models’ performances

5 CONCLUSION

The proposed hybrid LSTM-CNN has been successfully investigated for stock trend
prediction. Hyperparameter search to improve the model performance using the
Bo technique has also been studied. In addition, the model is compared with other
variants of CNN, LSTM, and CNN-LSTM based on the same optimization technique.
The Bo-based LSTM-CNN achieved better results than the compared models for
stock trend prediction. Furthermore, findings suggest that the conventional LSTM
model can achieve good performance (accuracy > 90 %) in a short amount of training
time when compared to the conventional CNN model. Thus, this confirms our
hypothesis that temporal features are more important than spatial features in stock
trend prediction.

Using temporal features to train the model is more efficient than that spatial
features. Besides, we have also found that the hybrid models performed better than
the conventional deep learning models. This is following the research studies in the
literature. The contributions of the paper are as follows:

1. The proposed novel LSTM-CNN model defeated the current state-of-the-art
model for the stock trend prediction.

2. Performed optimization on models so that all models achieved high accuracies
in the stock trend prediction.
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3. Discovered that using temporal features to train a model is more efficient than
using spatial features for the stock trend prediction.

Bo technique has been provided in the paper. But there remain more optimization
algorithms to test on the proposed hybrid model. Future research may cover the
efficiency and effectiveness of these different optimization algorithms for stock trend
prediction. Secondly, we suggest the model be tested on a stock trend prediction
model in real-time trading. Researchers may investigate whether it is worth having
a complex model.

Finally, a hybrid LSTM-CNN model for STP has been successfully created by
exploiting temporal characteristics to acquire meaningful understanding into spatial
aspects of stock data in order to generate predictions. The proposed approach has
demonstrated improved performance over the current state-of-the-art in stock pre-
diction, thereby making the automation of technical trading a reality. The approach
is helpful in real-life applications for technical traders, whose job involves identify-
ing chart patterns and signals across thousands of stocks before buying or selling
a stock.
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