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Abstract. With the increasing diversity and complexity of online social networks,
effectively dividing communities presents a growing challenge. These networks are
characterized by their large scale, sparse structure, and numerous isolated points.
Traditional community detection methods lack consideration of node attribute in-
formation, thereby negatively impacting the accuracy of community detection. To
address these challenges, this paper presents a novel Louvain-FTAS community
detection algorithm that integrates topology and attribute structure. The pro-
posed algorithm first selects attributes with positive effects to account for attribute
heterogeneity. Subsequently, it utilizes a semi-local strategy to calculate topology
similarity and information entropy to calculate attribute similarity. These values
are combined to obtain the final node similarity matrix, which is then fed into the
Louvain algorithm to maximize modularity and incorporate multi-dimensional at-
tribute features to enhance community detection accuracy. The proposed model
is evaluated through comparative experiments on two real datasets and artificial
synthetic networks, demonstrating its rationality and effectiveness.
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1 INTRODUCTION

The rapid expansion of online social networks has resulted in a greater number
of connections between individuals, making it increasingly challenging to identify
similar users. Consequently, the task of community detection has gained signifi-
cant importance [1]. Conventionally, community detection methods have relied on
topological information to identify users with similar characteristics. In order to
assess the effectiveness of network partitioning into communities, Newman intro-
duced the concept of modularity [2]. It serves as a measure to evaluate the quality
of a network’s division into communities, ensuring that nodes within a community
exhibit denser connections compared to nodes across different communities. This
criterion plays a crucial role in establishing a coherent and meaningful community
structure. One of the most popular methods for modularity optimization is the
Louvain method [3], which is a greedy algorithm that iteratively merges nodes into
communities based on the modularity gain. This process aims to maximize the mod-
ularity score, thereby refining the community structure. By employing this iterative
procedure, the Louvain method effectively enhances the accuracy and efficiency of
community detection in online social networks.

While traditional topology-based methods for community detection have been
widely used, they often overlook valuable user attributions that can aid in identify-
ing user types. Recognizing the significance of this supplemental information, many
researchers have incorporated user attributions to enhance the effectiveness of com-
munity detection. In line with this approach, Zhao et al. have proposed a hybrid
method that incorporates user attributions to calculate user similarity [4, 5, 6]. This
method takes into account the semantic similarity, which acts as a latent connection
between users. By considering the semantic aspects of user attributes, the method
enables a more comprehensive understanding of user relationships, thus improving
the accuracy of community detection. This integration of semantic similarity pro-
vides a valuable extension to traditional topology-based methods, enhancing the
overall performance of community detection algorithms.

In recent years, the significance of deep learning in community detection has
grown exponentially. Deep learning techniques, with their ability to effectively cap-
ture intricate relationships among users, have revolutionized the field. In particular,
methods based on Graph Neural Networks (GNNs) have gained widespread popular-
ity for obtaining user embeddings that aid in user clustering [7, 8, 9, 10, 11]. However,
it is important to acknowledge that these GNN-based methods often require a sub-
stantial amount of time and computational resources, rendering them impractical
for application on large-scale social networks. The computational demands associ-
ated with training and applying deep neural networks can be overwhelming, making
them unaffordable for real-world scenarios with extensive social network data.

To address the challenges discussed earlier, this paper introduces a novel ap-
proach called Louvain-FTAS (Fusion of Topology and Attribute Structure), which
leverages the Louvain method for community detection. The authors recognize that
node attribute information may not always have a positive impact on topology,
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prompting them to propose attribute heterogeneity as a method to select attributes
with beneficial effects.

In Louvain-FTAS, a semi-local strategy is employed to obtain topological simi-
larity, while information entropy is utilized to calculate attribute similarity. These
two measures are combined to create a final node similarity matrix, effectively
balancing the contributions of node attributes and topology information. By fus-
ing both types of information, Louvain-FTAS optimizes the utilization of multi-
dimensional attribute features, leading to improved accuracy in community detec-
tion. To achieve this, the paper integrates the node similarity matrix with the
maximization of modularity using the Louvain algorithm. This integration enables
Louvain-FTAS to fully exploit the advantages offered by multi-dimensional attribute
features, enhancing the overall effectiveness of community detection.

The major contributions of this paper are summarized as follows:

• To obtain attribute enhancement networks in social networks, this paper pro-
poses a selection approach based on two criteria: influence degree and informa-
tion entropy. The aim is to identify homogeneous attributes that can effectively
enhance the community detection process.

• To enhance the accuracy of community detection methods on social networks,
this paper utilizes both topology information and attribute information to ob-
tain fusion similarity. A new objective function is formulated, which incorporates
the fusion similarity into the existing Louvain method. This objective function
serves as a guiding principle for the optimization process, ensuring that the com-
munity structure is refined based on both topology and attribute information.

• To validate the rationality and validity of the proposed model, this paper con-
ducts comparative experiments on two real datasets and artificial synthetic net-
works. The experimental results demonstrate the superiority of the algorithm
proposed in this paper. The proposed model outperforms other algorithms in
terms of accuracy and precision, providing more accurate community detection
results.

The rest of the paper is organized as follows. Section 2 describes some related
work about community detection. In Section 3, we propose our model Louvain-
FTAS. The experimental results and the influencing factors are discussed in Sec-
tion 4. Finally, conclusions are described in Section 5.

2 RELATED WORK

In the 1960s, Herbert Simon first proposed the concept that complex systems have
modular structural characteristics [12]. In the field of sociology, researchers have
found that communities generally exist in various complex networks [13]. In recent
years, with the rise of social networks, the attention in the field of social network
analysis has greatly increased [14, 15], including research on community detection
algorithms. Currently, community detection algorithms can be mainly divided into
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topology-based community detection algorithms, attribute-based community detec-
tion algorithms, and hybrid algorithms that integrate topology and attributes.

2.1 Topology Based Community Detection Algorithm

Topology-based community detection methods can be classified into optimization
methods and heuristic methods. Optimization methods [16, 17] typically set an ob-
jective function and iteratively calculate the optimal value. Representative algo-
rithms of optimization methods include the spectral algorithm and modular maxi-
mization algorithm. The spectral algorithm [18, 19, 20, 21] transforms the commu-
nity detection problem into a simple quadratic optimization problem and obtains
the approximate optimal network partition by solving the eigenvector of the Laplace
matrix. The modular maximization method [22, 23] finds the maximum value of
the modularity function in the network, whose representative algorithms include
the Louvain method and the simulated annealing algorithm. The Louvain algo-
rithm [24, 25] has demonstrated good results in efficiency and effectiveness and can
find hierarchical communities. Its optimization goal is to maximize the modularity
of the whole network. The simulated annealing algorithm [26, 27] solves the local
optimal problem. In contrast, heuristic methods determine the optimal division of
communities by setting heuristic rules, and their representative algorithm is the GN
algorithm [28]. In addition to the small world and scale-free characteristics, complex
networks generally exhibit community characteristics.

Additionally, the LPA algorithm [29] proposed by Raghavan et al. is a graph-
based semi-supervised learning method, which main idea is to predict the label infor-
mation of unmarked nodes with the help of node labels. Although it runs very fast,
it has randomness. Currently, the commonly used improved LPA algorithms are the
SLPA algorithm [30] and COPRA algorithm [31], which can be used in overlapping
communities. Furthermore, Rosvall and Bergstrom proposed the infomap algorithm
based on random walk [32] and proposed an objective function based on information
entropy through random sampling. At present, most algorithm improvements are
based on the above algorithms, but only for topology.

Moving on to attribute-based community detection algorithms, there are rela-
tively few community detection algorithms that only use attribute information. The
K-means algorithm [33] is a classical clustering method that only considers attribute
information in the clustering process. The K-SNAP algorithm [34] is a typical clus-
tering algorithm based on attribute similarity.

2.2 Community Detection Algorithm Based on Attributes and Topology

There are several community detection algorithms combining attribute information
and topology information: SA-Cluster [35] uses random walk to distance topology
information and node attribute information, but the complexity is high. Inc-Cluster
algorithm [36] decomposes the random walk distance matrix into multiple subma-
trixes, and uses the incremental update method for the submatrix to improve the
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calculation efficiency. GBAGC algorithm [37] uses Bayesian to model with varia-
tional method; BIGCLAM [38] modeled the network adjacency matrix and node
attribute matrix respectively, and then optimized the model using gradient descent
method.

As aforementioned, many existing methods for combining topology and attribute
information in social networks only assign different weights to these two types of
information, overlooking their underlying relationship. Other methods employ deep
learning models to fuse these information sources, but they often struggle with the
computational complexity associated with complex social networks.

To address these limitations, we propose a novel approach called Louvain-Based
Fusion of Topology and Attribute Structure. By leveraging the low complexity of
the Louvain method, our approach aims to achieve improved performance at a lower
computational cost.

3 LOUVAIN ALGORITHM BASED FUSION OF TOPOLOGY
AND ATTRIBUTE STRUCTURE

3.1 Formal Modeling and Definitions

Social networks can be modeled as graphs, in which nodes and edges correspond
to users and social relationships, respectively. In this study, we incorporate at-
tribute information into the graph representation. Specifically, a graph is defined as
G(V,E,A), where V denotes the node set, E denotes the edge set, and A denotes
the attribute set of the network.

Since large social networks can contain a significant amount of attribute infor-
mation, we focus on the L most significant attributes. We construct the filtered
attribute set A′ = {A1, A2, . . . , AL} by retaining only these top L attributes, where
Ai denotes the ith filtered attribute.

To compute the node similarity matrix S in the filtered network G(V,E,A′),
we first compute the topology similarity matrix Stop of the original network G(V,E)
using the semi-local strategy. We then determine the attribute similarity matrix Satt

of the filtered network G(V,E,A′) by employing information entropy calculations.
Then we use the function z(·) to combine the two similarity degrees:

S = z(Stop, Satt). (1)

Finally, we use the community detection algorithm to fuse the node similarity
matrix of topology and attribute information to improve the modular optimization
objective function to complete the community division:

Gcm = f(G(V,E,A′), Q, S), (2)

where Gcm = {c1, c2, . . . , cn} is the set of divided communities, and n is the number
of communities. f(·) is the community detection algorithm, and Q is the modularity
function.
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Given the inclusion of numerous terms and definitions of social networks within
the proposed method described in this paper, it is imperative to first provide clear
definitions for these terms before proceeding with the method’s description.

Definition 1 (Network structure representation). The network with attributes can
be represented as an undirected graph, denoted as G(V,E,A), where V = {vi}
represents the node in the network, the number of nodes is |V | = N , E = {eij}
represents the edge between any node vi and node vj, and the number of edges is
|E| = M , and A = {ai} represents the attribute of the network node. The kth

attribute value of each node vi is represented as vaki , and the number of attributes
is |A| = K. It is worth noting that in the node network graph G, the topology is
represented by (V,E), while the attributes are represented by (V,A).

Definition 2 (Attribute representation). In the network structure, it is common
for nodes to possess multiple attributes, each corresponding to different attribute
values. For instance, a node may have attributes such as ID, gender, and age, de-
noted as Ai = {a1, . . . , ak}, where k ≥ 2. This implies that there are multiple types
of attributes associated with each node. The attribute value vector corresponding to
each node vi can be represented as {va1i , . . . , vaki }. Here, va1i represents the attribute
value of node vi for the first attribute a1, v

a2
i represents the attribute value for the

second attribute a2, and so on.

Definition 3 (Attribute information matrix). The attribute information matrixW
of nodes in the network structure can be expressed as:

W =
[
AT

1 , A
T
2 , . . . , A

T
K

]
=


va11 va12 . . . va1N
va21 va22 . . . va2N
...

...
. . .

...
vak1 vak2 . . . vakN

 . (3)

Definition 4 (Similarity representation). Considering balanced attribute and to-
pology information, multi-dimensional fusion is carried out with node similarity S,
including direct neighbor similarity SN(Vi, Vj), indirect neighbor similarity
SNN(Vi, Vj) and weighted attribute similarity Satt(Vi, Vj). As shown in Figure 1,
v5’s direct neighbours are v1, v2, v3, v4, and the other nodes are indirect neighbours
of v5.

3.2 Model Overview

This paper presents the Louvain-FTAS community detection algorithm, which uti-
lizes both the topology and node attributes to enhance the accuracy of community
partitioning. The algorithm addresses the enrichment of network structure and out-
lier detection by incorporating attribute information. Additionally, it considers the
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Figure 1. Example of direct/indirect neighbours

homogeneity of attributes and topology. To achieve a balanced integration of topo-
logical structure and attribute information, the paper proposes a multi-dimensional
fusion approach to community division based on similarity.

The proposed algorithm consists of three main parts: attribute information
filtering, similarity calculation, and multi-dimensional fusion community detection,
which is shown in Figure 2. These parts can be further divided into the following
three stages:

Attribute filtering Similarity calculation Community detection

Topology
Information

Semi-local
Topology Similarity

Weighted
Attribute Similarity

Social
Network

Attribute Information

Select Homogeneous
Attributes

Enhanced Network

Multi-dimension
Fusion

Update Objective
Function

Community
Division

Figure 2. Overview of the proposed method

Stage 1. Use attributes to enhance the network to filter homogeneous at-
tributes. In traditional community detection models that consider attributes,
all attributes of nodes are typically included in the network structure. However,
in this paper, we propose a different approach by suggesting that only influential
attributes should be considered to enhance the effectiveness of community di-
vision. To achieve this, we introduce the concept of the attribute enhancement
network, which allows us to filter out uninfluential attributes. The filtering
process consists of two main parts:

1. Calculation of Structure Influence Degree and Information Entropy: In this
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step, we calculate the influence degree and information entropy of each at-
tribute within the network’s structure. The influence degree quantifies the
impact of an attribute on the division process, considering its contribution
to the structural properties of the network. Information entropy measures
the diversity and distribution of attribute values. These calculations provide
valuable insights into the importance and variability of attributes within the
network.

2. Selection of Influential Attributes: Based on predefined filtering rules, we
select influential attributes from the calculated structure influence degrees
and information entropies. These rules ensure that only attributes exhibiting
a high influence on the division process and possessing sufficient diversity are
considered influential. By filtering out less influential attributes, we focus
on those attributes that truly contribute to the accuracy and effectiveness of
community division.

Stage 2. Multi-dimensional feature fusion to obtain fusion similarity. In
conventional methods, researchers often combine topology and attribute infor-
mation iteratively to partition communities. However, in real-world scenarios,
the importance of topology and attribute information may vary. Therefore, in
this paper, we aim to strike a balance between topology and attribute infor-
mation by conducting multi-dimensional fusion to obtain node similarity. To
achieve this, we employ the following strategies:

1. Semi-local Topology Similarity: In this approach, we go beyond considering
only common neighbors and incorporate second-order neighbors of nodes.
By including second-order neighbors, we can more accurately capture the
influence and connections of nodes within the network. This semi-local simi-
larity strategy enhances the topological representation of nodes and provides
a more comprehensive perspective on their relationships.

2. Weighted Attribute Similarity: For attribute information, we calculate the
weights using information entropy. Information entropy helps us assess the
diversity and significance of attributes. Based on these weights, we then ob-
tain a weighted attribute similarity. This weighting mechanism allows us to
emphasize attributes that carry more valuable and discriminative informa-
tion, while de-emphasizing less informative attributes.

Stage 3. Optimize the objective function to maximize modularity. Firstly,
we optimize the objective function to be specific to the attribute network. This
optimization is achieved by utilizing the attribute enhancement network, which
allows us to filter and select influential attributes. By aligning the objective
function with the attribute network, we enhance the relevance and effectiveness
of the community division process.

Next, in the process of multi-dimensional feature fusion, we incorporate at-
tribute information by reflecting it on the edge weights. This fusion process
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combines both topology and attribute information, leveraging their complemen-
tary strengths. By updating the edge weights to incorporate attribute infor-
mation, we achieve a more comprehensive and accurate representation of the
network structure.

Once the optimized objective function is obtained, we proceed to divide the com-
munity based on this function. The Louvain algorithm is utilized to perform the
community division, leveraging the optimized objective function. The effective-
ness of the algorithm is then verified by evaluating the quality and accuracy of
the resulting community divisions.

3.3 Attribute Enhanced Network

In this section, we focus on leveraging the attribute information of nodes to enhance
the original topology and create an attribute enhancement network. However, we
also acknowledge that in large networks, the abundance of attribute information can
lead to information redundancy and potentially disrupt the integrity of the original
topology.

To address this issue, we propose a filtering process after constructing the at-
tribute enhancement network. This filtering step involves removing attribute virtual
nodes that may introduce unnecessary redundancy and noise to the network. By
filtering out these attribute virtual nodes, we aim to streamline the attribute infor-
mation and preserve the integrity of the original topology.

3.3.1 Network Construction

In real-world scenarios, many network structures exhibit sparsity, with numerous
isolated nodes scattered throughout the network. These sparse structures and iso-
lated points can significantly impact the division of community structures within
the network. However, simply discarding these nodes may not be advisable since
even outliers can have connections or share similar interests with other nodes.

To address this challenge, we leverage node attributes to enhance the network
structure and enrich the available feature information. The node attribute types
considered in this paper are categorized as continuous, discrete, and text types.
For the sake of modeling simplicity, we assume that only discrete attribute types
are present. We convert attribute information into virtual nodes, which allows
us to construct an attribute enhancement network that measures the influence of
attributes on the connections between nodes.

The construction process is depicted in Figure 3. The original topology network
is illustrated in Figure 3 a), where blue and green nodes represent two distinct com-
munities. Figure 3 b) shows the network enhanced by attributes. In this enhanced
network, two hollow nodes represent different attribute values within the same at-
tribute category. The dotted lines indicate that solid nodes possess corresponding
attribute values.
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By examining the structures of the two networks, we observe that the isolated
nodes in Figure 3 a) and separate isolated communities have been connected through
the inclusion of virtual attribute nodes in Figure 3 b). This enhancement process
strengthens the relationships between these nodes, ultimately improving the rele-
vance and connectivity within the network.

(a) Tolological Network (b) Enhanced Network
a) Topological network

(a) Tolological Network (b) Enhanced Network
b) Enhanced network

Figure 3. Single attribute network

3.3.2 Attribute Selection

We acknowledge that certain large social networks contain a significant amount of
attribute information. For instance, the CiteSeer dataset consists of 3 703 features,
while the Cora dataset includes 1 433 features. If all attributes are directly used
as virtual nodes to enhance the network, the resulting network structure would
become excessively complex. This would significantly increase the time complexity
of community detection algorithms and potentially obscure the original topology
structure of the network.

Furthermore, some attributes may have a wide range of values, which may not
effectively capture the similarity between nodes, as depicted in Figure 4. These
factors can ultimately lead to a decrease in the accuracy of community detection
algorithms. Therefore, it is essential to filter and control the attributes, limiting
them to a manageable number, denoted as L, based on the size of the network. By
carefully selecting and filtering attributes, we can strike a balance between capturing
meaningful information and maintaining the computational efficiency and accuracy
of the community detection process.

In this paper, the selection of attributes follows specific conditions to ensure their
effectiveness in enhancing the network structure and promoting accurate community
division.

Firstly, attributes should exhibit a high probability of nodes with compact struc-
tures sharing the same attribute value. This condition ensures that nodes with
similar attributes are more likely to form cohesive communities within the net-
work.
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ID Attribute node

User node

Figure 4. Network with ID attribute

Secondly, although nodes may not be closely connected in terms of topology,
there should be a strong attribute contribution between nodes. This attribute con-
tribution plays a crucial role in establishing connections between nodes within the
network.

Lastly, the screening process aims to minimize the formation of new connec-
tions between different communities through attributes. This helps maintain the
distinctiveness of communities and prevents excessive interconnectivity.

To achieve these goals, this section employs the concepts of structure influence
degree and information entropy to quantify the importance of each attribute. The
importance degrees are then reversed to select the first attribute as the virtual
node for the attribute enhancement network. By filtering attributes based on their
importance, we can strengthen the attribute structure and ultimately improve the
accuracy of community division results.

In this paper, we define that K attributes have a structure attribute matrix
Hk ∈ RN×N , k = 1, 2, . . ., and Hk represents the influence of attribute nodes on
the relationship between topological nodes in the enhanced network. On the kth

attribute, if node vi and vj have the same attribute value, then Hk
ij = 1, otherwise

Hk
ij = 1. At this time, the enhanced adjacency matrix of the network topology is

defined as Ak ∈ RN×N , and the enhanced neighbor matrix Ak is calculated from the
structure attribute matrix Hk and the topology adjacency matrix A. If the sum of
the two corresponding to the index (i, j) is greater than 0, then Ak

ij = 1, otherwise

Ak
ij = 1. The specific formula is as follows:

Ak
ij =

{
1, if Hk

ij + Aij > 0,

0, if Hk
ij + Aij = 0.

(4)

In order to obtain the influence of attribute information on the topology network,
based on the enhanced connection matrix, the structure attribute influence degree
Affect

(
Ak

)
of each attribute can be calculated by the following formula:

Affect
(
Ak

)
=

∑N
i=1

∑N
j=1

(
Ak

ij − Aij

)
θ ·N

, (5)
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where Ak is the enhanced connectivity matrix, A is the topological adjacency matrix,
0 is a super parameter used to adjust the value difference.

However, it is not enough to rely solely on structure attribute influence degree
Affect

(
Ak

)
, because it only uses topology. Therefore, we also consider the proba-

bility of the occurrence of the same attribute value. Information entropy can reflect
the chaotic degree of attributes in the attribute enhancement network, that is, the
amount of information contained. The calculation formula of information entropy
of each attribute is:

E(k) = −
|Ak|∑
i=1

pi ln pi, (6)

where |Ak| represents the number of discrete values of attribute k, and pi represents
the frequency of the ith attribute value in the whole network:

pi =
count (ak,i)

N
, (7)

where count (ak,i) represents the number of nodes in the social network whose at-
tribute Ak is ai, and N represents the number of nodes.

The smaller the entropy value, the more information the attribute carries. The
more valuable this attribute is, the more accurate the judgment of community detec-
tion structure is. Because the entropy value range of different attributes is different,
it is difficult to compare. So in order to make entropy comparable, we finally scale
the value to [0, 1] to represent information entropy.

Ew(k) =
E(k)− Emin

Emax − Emin

, (8)

where Emax and Emin are the maximum and minimum of information entropies,
respectively.

To begin, we calculate the information entropy of each attribute using Equa-
tion (8). Any attributes with an information entropy greater than the threshold
value τ are eliminated. Next, we calculate the structure attribute influence degree
using Equation (5). The attribute information entropy is then sorted from largest
to smallest. Any attributes with a structure attribute influence degree greater than
the threshold value µ are eliminated. Finally, we select the first L attributes.

3.4 Fusion of Topology and Attribute

In an attribute-enhanced network, both attribute similarity and topology similarity
can be used to describe the correlation between nodes, providing effective assistance
in improving community detection algorithms. In this section, we calculate both
similarity degrees and fuse them to obtain a node similarity matrix that reflects the
relationship between nodes in terms of both topology and attributes. This approach
provides more comprehensive information about the nodes, which can be used to
improve subsequent analyses.
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3.4.1 Attribute Similarity

To construct an effective attribute similarity matrix, the uninfluential attributes are
filtered out through attribute filtering, retaining only the influential attributes that
actively contribute to the community detection process. The weighted attribute
similarity, denoted as Satt, is then constructed using attribute weights derived from
information entropy.

Considering that each attribute has a varying impact on the network topology
and nodes, it is essential to capture their differences. To achieve this, the paper
utilizes information entropy to calculate attribute weights. The first step is to obtain
the information entropy redundancy:

ei = 1− E (Ai) . (9)

Then, we can normalize ei to ensure that it falls within the range of [0, 1]:

ωi =
ei∑l
i=1 ei

. (10)

Equation (10) provides us with weights that can be used to calculate edge
weights. By using these weights, we can calculate the attribute similarity between
nodes vi and vj. If the k

th attribute value of both nodes is the same, we can say that
there is a certain attribute similarity between them. The formula for calculating the
weighted similarity of node attributes is given below:

Satt = e−ωT×∥f(vj)−f(vi)∥2 , (11)

where ∥f (vj)− f (vi)∥2 represents the two normal forms of attribute row vector
difference between node vi and vj, and ωi is the weight column vector of node
attributes, thus obtaining the attribute similarity between two nodes.

3.4.2 Topological Similarity

To effectively detect the community structure, this section explores the scope of node
interaction. It is evident that considering the entire scope of global interaction would
be impractical and time-consuming, especially for large-scale networks. However,
relying solely on neighboring nodes in local interaction leads to low accuracy in
community division. To strike a balance between the advantages and disadvantages
of global and local approaches, this paper adopts a semi-local strategy.

In real networks, besides direct friends, friends of friends also have a high prob-
ability of forming connections. The semi-local strategy employed in this research
selects both direct and indirect neighbors of a node to interact with each other,
utilizing their topology information to calculate similarity. The semi-local similarity
method considered in this section takes into account not only common neighbors
but also all the common nodes among the nearest and lower nearest neighbors of the
node. This approach allows for a more accurate reflection of the node’s influence.
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From the semi-local strategy, we choose the direct and indirect neighbors to
calculate node similarity based on topology. The similarity between nodes vi and vj
in terms of direct neighbors indicates that the more common neighbors they have,
the more similar their node structures are. The direct similarity, denoted as SN ,
between node vi and vj, can be expressed as follows:

SN (vi, vj) =
Nij

Ni +Nj

, (12)

where Nij represents the set of common neighbors of node vi and vj, and Ni and Nj

represent the number of direct neighbors of node vi and vj, respectively.

Additionally, the similarity among indirect neighbors captures the similarity
between the adjacent network structures of nodes. Hence, the indirect neighbor
similarity, denoted as SNN , depends on the similarity of direct neighbors. In this
study, the similarity of indirect neighbors is regarded as the superposition of similar-
ities between neighbors and their neighbors. Therefore, the formula for calculating
the similarity SNN(vi, vj) of indirect neighbors is as follows:

SNN (vi, vk) = SN (vi, vj)× SN (vj, vk) , (13)

where node vj is the direct neighbor of node vi, vk is the indirect neighbor of vi.

3.5 Fusion Node Similarity

In this paper, we acknowledge that attributes and topology are two distinct types of
information in the community division process, and these two types of information
are heterogeneous. The heterogeneous attributes of nodes can provide contradictory
information about the network topology. Only by effectively leveraging both types
of information can we improve the accuracy of community division. Therefore, we
aim to balance them based on topological compactness and attribute homogene-
ity.

Topological compactness refers to the internal closeness and external sparsity
of the network’s connections. Attribute homogeneity implies that nodes within
a community possess similar attributes, and these attributes themselves influence
the network’s topology.

By combining topology and homogeneous attributes, we can provide more com-
prehensive information for community detection. An effective fusion method can
mitigate the impact of noise, compensate for the limitations of relying solely on
topology, and ultimately achieve high-quality community partitioning results. In
line with our proposed attribute-topology homogeneity, we seek to measure the
corresponding strength of connection between attributes and topology. This is ac-
complished by combining topological similarity and attribute similarity:

S (vi, vj) = αSN + (1− α)SNN + βSatt. (14)
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In this context, the parameters α and β are mixed parameters that govern the
proportion of topological similarity and attribute similarity, respectively. These
parameters have a value range of [0, 1]. By adjusting the values of α and β, we
can control the contribution of topological similarity and attribute similarity to the
overall similarity measurement.

To obtain the similarity matrix, we calculate the similarity value between any
two nodes, vi and vj. The subsequent experiments allow us to determine the range
of parameters that yields the best division result. Through empirical analysis, we
identify the optimal values for α and β in order to achieve the most favorable
community partitioning outcome.

3.6 Louvain-FTAS Community Detection Algorithm

After exploring the potential social relations between isolated points and other
nodes, this paper introduces an enhanced version of the Louvain algorithm called
Louvain-FTAS. Building upon the foundation of the original Louvain algorithm,
this enhanced approach incorporates updates and improvements to the objective
function for modular maximization. Through this iterative process, the algorithm
ultimately generates the desired community division results. The specific process is
shown in Figure 5.

Input: attribute enhanced network

Topology Similarity

Diredt Neighbor

Indiredt Neighbor

Attribute Similarity

Attribute Filter

Attribute Weight

Output: community division results

Topology Information Attribute Information

Fusion Similarity

Figure 5. Specific process of community detection

The Louvain algorithm is a widely used and effective method for community
partitioning, which leverages the concept of maximum modularity. The algorithm
starts by assigning each node to its own separate community and then proceeds with
iterative steps. During each iteration, the algorithm compares the allocation of each
node with the community allocations of its neighboring nodes. The node is then
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assigned to the community that results in the largest increase in modularity. The
formula used to maximize modularity is as follows:

Q =
1

2m

∑
ij

[
Aij −

didj
2m

]
δ (ci, cj) , (15)

where m represents the number of edges of the enhanced network, Aij represents

the adjacency matrix of the network,
didj
2m

represents the connection probability of
node vi and vj, di represents the degree of node vi, and δ (ci, cj) represents whether
node vi and vj currently belong to the same community.

Building upon the Louvain algorithm, this paper enhances the community parti-
tioning process by integrating multi-dimensional topology information and attribute
information in a synchronized manner. This integration ensures that both types of
information are considered in a unified framework, leading to an improved modular
maximization objective function. By incorporating these additional dimensions of
data, the algorithm can achieve a more comprehensive and accurate assessment of
community structures within the network:

Q =
1

m

∑
ij

[
W att

ij − ki × kj
2m

]
S (vi, vj) δ (ci, cj) , (16)

where W att
ij is a weighted adjacency matrix. When node vi and vj have the same

attribute value, attribute weights are assigned to edges.
The proposed Algorithm 1 is a multi-dimensional feature fusion community de-

tection algorithm. In community detection tasks, it has been observed that focus-
ing on high-influential attributes, which are closely associated with the community
structure, can lead to improved community division results compared to using all
attributes of nodes. To address this, our algorithm introduces a ranking mecha-
nism that assesses the influence and information entropy of each attribute within
the network structure. By calculating the influence of attributes, we can identify
those that have a significant impact on the community structure. This influence can
be measured by analyzing the attribute’s contribution to the overall connectivity
patterns and interplay between nodes within the network. Attributes with higher
influence scores are considered more important in capturing the underlying commu-
nity structure. In addition to influence, we also consider the information entropy of
attributes. This metric captures the amount of uncertainty or randomness present
in the attribute values. Attributes with low entropy indicate that they exhibit more
consistent patterns within communities, making them valuable in community detec-
tion tasks.

Combining the influence and entropy measures can help rank the attributes and
identify the high-influential ones that are likely to contribute significantly to the
community division process. This allows us to filter out low-influential attributes,
which may introduce noise or unnecessary complexity to the analysis. By select-
ing high-influential attributes and filtering out low-influential ones, we aim to ob-
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tain more accurate and reliable community division results in community detection
tasks.

Algorithm 1: Louvain-FTAS

Input: Attribute enhanced network G(V,E,A′), SN , SNN , Satt

Output: Final community division results Gcm = {c1, c2, . . . , cn}
1 Initialize input parameters;
2 Calculate fusion similarity S(vi, vj) according to Equation (14);
3 Calculate the attribute weight according to Equation (10) to obtain the

weighted adjacency matrix W att
ij ;

4 for each vi ∈ G do
5 for each ci ∈ C do
6 Calculate the modular degree ∆Q according to Equation (16);
7 if max∆ > 0 then
8 vi ∈ ci
9 end

10 else
11 vi /∈ ci
12 end

13 end

14 end

4 EXPERIMENT

In this section, we will conduct experiments on two public datasets to assess the
effectiveness of the Louvain-FTAS algorithm in detecting communities within social
networks. By performing these experiments, we aim to validate and evaluate the
performance of the proposed algorithm in comparison to other existing methods.

4.1 Datasets

4.1.1 Real Network Datasets

PolBlogs [39]: This data set is a non confidential network composed of 1 490 Inter-
net blogs (nodes) about American politics. There are 16 711 hyperlinks (edges)
between online blogs, and each node has a “value” attribute to indicate their
political orientation, that is, liberals or conservatives. However, the value at-
tribute comes from the blog directory and is manually marked, which has certain
errors. There are 7 communities in the network: Blog Catalog, Blog Pulse, Blog
arama, Campaign Line, Labeled Manually, Left Directory, eTalkingHead, and
some blogs come from two or more communities.
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Cora [40]: This is a machine learning paper classification network, including 2 708
papers (nodes) and 5 429 references (edges). Each node has a 1 433 dimensional
binary vector, representing the missing/existing words in the word dictionary
collected from the paper corpus. The paper is divided into seven subcategories:
case-based reasoning, genetic algorithms, neural networks, probabilistic meth-
ods, reinforcement learning, rule learning and theory.

Table 1 demonstrates the number of nodes, edges, communities and attributes
of the two data sets.

Dataset Node Edge Community Attribute

PolBlogs 1 490 16 711 2 1
Cora 2 708 5 429 7 1 433

Table 1. The statistics of the real-world datasets

4.1.2 Composite Network Datasets

The LFR benchmark network [41] is also selected as a supplement to the attribute
network. The degree of nodes and the size of communities in LFR networks obey
power law distribution, so they are closer to real-life networks. The proposed com-
munity detection algorithm can be tested with real data sets.

The datasets generated by LFR datum network have different mixed parame-
ters µ, different scales n, and different minimum community sizes cmin. The mixed
parameter µ controls the degree of network mixing, with larger values indicating
greater network mixing, making it more difficult to accurately detect communities.
In each LFR datum network, r attribute vectors are added to each node to gener-
ate numeric attribute (num), binary attribute (bin) and absolute attribute (cate)
networks, respectively. The probability of similarity of individual attributes within
a population is p, and the subspace size of the population is t.

n µ cmin k

LFR1 1 000 0.1 10 10
LFR2 1 000 0.3 10 10
LFR3 1 000 0.5 10 20

Table 2. LFR benchmark network and parameters

4.2 Baselines

Louvain algorithm [24]: This algorithm is the initial model of the model in this
paper. It is a greedy optimization algorithm, with the modular optimization
as the objective function. Finally, modularity will not change any more, and
hierarchical community structure can be found.
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FastGreedy algorithm [27]: This algorithm is also an algorithm based on greedy
optimization, which is used to detect the hierarchical aggregation algorithm of
community structure and select the hierarchical partition with the largest Q
value to obtain the final community structure.

K-means algorithm [33]: This algorithm only considers the method of attribute
clustering on attribute graph, initializes their center points randomly, calculates
the distance from each node to the center point, divides the nearest one into one
category and obtains the final partition result after iteration.

SA Cluster algorithm [36]: Random walk distance topology information and
node attribute information, and generate weight value of their distance into
a weighted network. Then use K-Medoids to recalculate the matrix every time
the attribute weight is updated, which is very complex.

MOEA-SA algorithm [38]: It is a multi-objective evolutionary algorithm. At
the later stage of detection, it combines attribute similarity and modularity
optimization formula, which is currently a more effective method for attribute
community division.

4.3 Evaluation

In the past few decades, many evaluation criteria have been proposed to quantify the
quality of a partition. For example, modularity, conductivity, NMI, ARI, Purity, and
F-score. In this paper, three most commonly used evaluation indicators are selected
to evaluate community performance: Normalized Mutual Information (NMI) [42],
Overlapping Modularity (QOV ) [43] and ARI [44].

Since the community structure in real networks is usually unknown, modularity
can be used to measure the division result of unknown communities. This paper uses
overlapping modularQOV to evaluate the impact of community detection algorithms.
Generally, the larger the QOV , the better the result of community division.

QOV =
1

2m

∑
i

∑
v∈ci,w∈ci

1

OvOw

[
Avw − dvdw

2m

]
. (17)

When the number of communities in the network is known, this paper uses NMI
and ARI to evaluate the performance of the algorithm. NMI is a similarity measure
derived from information theory. It believes that if two partitions are similar, there
is little need for additional information to infer a partition allocation from another
partition. Its definition is as follows:

NMI =
2I(X;Y )

H(X) +H(Y )
, (18)

where I(X;Y ) represents mutual information between partition X and Y , H(X)
represents entropy of X, and NMI ranges from 0 to 1. When the obtained partition
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is completely independent of the actual partition, it is NMI = 0. In contrast, when
the obtained partition exactly matches the actual partition, it is NMI = 1.

In addition, this paper also selects ARI to quantify the accuracy of community
detection. The ARI value range is [−1, 1]. The higher the value, the better the
quality of community division, and the closer to the real situation.

Specific definitions are as follows:

ARI =

∑
ij

(
nij

2

)
−
[∑

i

(
ai
2

)∑
j

(
bj
2

)]
/

(
n
2

)
1
2

[∑
i

(
ai
2

)
+
∑

j

(
bj
2

)]
−

[∑
i

(
ai
2

)∑
j

(
bj
2

)]
/

(
n
2

) . (19)

4.4 Experimental Settings

Among the five comparison algorithms mentioned, Louvain, fastGreedy, and K-
means are not attribute-based community detection algorithms. They detect com-
munities directly in the original topological network without considering attributes.
On the other hand, the SA-Cluster and MOEA-SA algorithms take attributes into
account and create an attribute enhancement map before performing community
division.

The proposed Louvain-FTAS algorithm in this paper is a community detec-
tion algorithm based on multidimensional feature fusion. It involves four main
steps: building an attribute-enhanced network, attribute filtering (not applicable
for datasets with only one attribute, such as PolBlogs), topology-attribute fusion,
and community detection.

During the community detection process, both the K-means algorithm and the
SA-Cluster algorithm require specifying the number of iterations. This paper se-
lects the better results obtained under different iterations. Additionally, there is
a threshold involved in determining the fusion similarity. To determine an appro-
priate threshold, this paper treats the parameters α and β as independent variables
and tests various threshold ranges during the experiments.

Based on the experimental results, it is found that when α ranges from 0.7 to
0.8, the modularity and NMI (Normalized Mutual Information) mean values are
higher for the three artificial network datasets. Similarly, when β ranges from 0.4
to 0.7, the modularity and NMI fluctuations are relatively small. Therefore, the
parameter values chosen in Section 3 are within this interval, as it yields favorable
results.

4.5 Experimental Results and Analysis

4.5.1 Analysis of the Overall Experimental Results

In this section, simulation experiments are conducted on both real attribute network
datasets and LFR attribute networks. The goal is to evaluate the performance of the
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Louvain-FTAS algorithm. This is achieved by comparing the overall experimental
results and assessing the quality of community partitioning, as well as analyzing the
threshold parameters.

The validity of fused attributes is discussed by comparing the experimental
results of attribute enhancement and topology structure. By examining the perfor-
mance of attribute enhancement and its impact on the community detection process,
the effectiveness and significance of incorporating attribute information into the al-
gorithm are evaluated. The experimental results provide insights into the benefits
and contributions of fused attributes in improving the accuracy and quality of com-
munity partitioning.

Metrics Modularity Q NMI ARI

Network PolBlogs Cora PolBlogs Cora PolBlogs Cora

Louvain 0.4272 0.4853 0.4156 0.4562 0.7659 0.2664
fastGreedy 0.4270 0.3571 0.4272 0.4622 0.7821 0.2646
K-means 0.4263 0.4024 0.4453 0.4138 0.7891 0.0800
SA-Cluster 0.4382 0.4412 0.4521 0.4790 0.7953 0.2973
MOEA-SA 0.4465 0.4967 0.4611 0.4640 0.8005 0.2680
Louvain-FTAS 0.4469 0.5027 0.4663 0.4837 0.8263 0.2855

Table 3. Comparison of different algorithms on two real networks

Table 3 provides a comparison of modularity Q, NMI, and ARI on two real
datasets. Here are some key observations:

1. Comparing the algorithms that consider only topological structure (Louvain,
fastGreedy, and K-means) with those incorporating attributes, it is evident that
adding node attributes improves the accuracy of community detection, as indi-
cated by the higher modularity values. Among the attribute-based algorithms,
the SA-Cluster algorithm maps all attributes to the network, but the excessive
number of attributes can affect community boundaries.

2. NMI, which requires real community information, is used for comparison on the
PolBlogs and Cora datasets. The results demonstrate that all three algorithms
perform better after incorporating attributes compared to considering topology
alone. This indicates that combining topology and attribute information leads
to community detection results that are closer to the actual community struc-
ture. Additionally, the algorithm proposed in this paper outperforms the other
comparison algorithms on the PolBlogs and Cora datasets, especially as the
network complexity increases.

3. ARI is also compared among different algorithms. The results show that the
community delimitation quality is better for the PolBlogs dataset due to the
dataset’s distinct network boundaries. On the other hand, the Cora dataset,
with its 1 433 attributes, yields a lower ARI value for the overall algorithm.
Overall, combining the detection of topology and attributes yields better accu-
racy in community detection compared to relying solely on topology.
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These observations highlight the advantages of the Louvain-FTAS algorithm in
accurately detecting communities by leveraging both topology and attribute infor-
mation in real datasets.

It is notable that in the case of the PolBlogs dataset where only one attribute is
available, detecting overlapping communities solely based on attributes is challeng-
ing. However, the experimental results indicate that even when only a few attributes
are fused with topology information, there is a significant improvement in the de-
tection of overlapping communities. This suggests that the combination of attribute
and topology information can enhance the overall effectiveness of community de-
tection, even in datasets where attributes alone may not be sufficient to identify
overlapping communities.

To provide a comprehensive comparison of algorithm performance, LFR net-
works are utilized to test the modularity and NMI values of community partition-
ing. This allows for further investigation into the impact of attribute parameters on
algorithm performance. Attribute parameters play a crucial role in determining the
attribute enhancement network. Thus, the main algorithms related to attribute en-
hancement, namely the Louvain algorithm, SA-Cluster algorithm, and the algorithm
proposed in this paper, are selected for comparison.

The range of attribute parameters considered in the experiments is [0.1, 0.9].
The experimental results, showcasing the modularity and NMI values, are presented
in Figure 6. This graphical representation allows for a visual understanding of how
varying attribute parameters influence algorithm performance. By analyzing the
results, the paper gains insights into the optimal range of attribute parameters and
their impact on community partitioning accuracy.

From Figure 6, several observations can be made regarding the impact of at-
tribute mixing parameters on algorithm performance:

1. As the attribute parameters increase (greater than 0.5), the attribute enhance-
ment network becomes more complex, and the network structure becomes less
apparent. This leads to a decrease in both modularity and NMI for the Louvain
algorithm, SA-Cluster algorithm, and the algorithm proposed in this paper.

2. In Figure 6 a), the Louvain algorithm and SA-Cluster algorithm exhibit a sig-
nificant decline in modularity when the parameter exceeds 0.3. This suggests
that the presence of heterogeneous attributes has a negative impact on the accu-
racy of community detection. However, the Louvain-FTAS algorithm maintains
a modularity close to 0.6 even when the parameter approaches 0.9, indicating
its strong performance in such scenarios.

3. In Figure 6 b), all three algorithms achieve higher NMI values when the param-
eter is below 0.6. However, as the degree of attribute chaos increases, the NMI
values of the Louvain and SA-Cluster algorithms fluctuate. On the other hand,
the algorithm proposed in this paper demonstrates relatively stable NMI values,
indicating its ability to maintain good performance even in situations where
the network structure is less evident and heterogeneous attributes are present.
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This ensures that the partition results align closely with the actual community
structure.

These findings highlight the advantages of the Louvain-FTAS algorithm in ef-
fectively handling complex attribute scenarios and maintaining accurate community
partitioning results.

4.6 Analysis of Attribute Filtering Experiments

In this section, the PolBlogs dataset is not used due to its single attribute. In-
stead, the Carnegie University in Facebook 100’s online social network [45] is cho-
sen as an example. The method proposed in this paper is employed to calculate
the structure-attribute influence and information entropy values of the network.
These values are utilized to filter out homogeneous attributes for further feature
fusion.

The filtering process involves removing attributes with high information entropy
and sorting the Affect(ai) values. A smaller Affect(ai) indicates a lesser contribution
to node partitioning. The experimental results are presented in Table 4. Among
the attributes, the “dorm” attribute had many data null values and was eliminated.
As a result, four attributes, namely “student fac”, “gender”, “second major”, and
“year”, were filtered out for subsequent community detection.

Attributes E(Ad) Affect(ai)

student fac 0.3813 3 969
second major 0.5702 2 029
dorm 0.6640 1 394
year 0.6915 913
gender 0.8203 2 914
high school 0.8442 177
major index 0.8513 347

Table 4. Attribute contribution comparison table

This filtering process ensures that only relevant and informative attributes are
retained, enhancing the accuracy of community detection in the subsequent analysis.

4.7 Attribute Enhanced Network Role Analysis

To demonstrate the effectiveness of utilizing attribute information as virtual nodes
to enhance the network, this paper incorporates the Louvain algorithm, fastGreedy
algorithm, and LPA algorithm in addition to the original experiments.

Comparisons are made between these algorithms under the initial topologi-
cal network and the attribute-enhanced network. The experimental results are
presented in Table 5. The findings indicate that community detection using the
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attribute-enhanced network yields results that are closer to the actual situation,
thus improving the accuracy of the community detection algorithms.

By incorporating attribute information and leveraging it as virtual nodes, the
algorithms can better capture the underlying structure and characteristics of the
network, leading to more accurate community partitioning. This validates the ef-
fectiveness of attribute enhancement in enhancing the performance of community
detection algorithms.

Louvain LPA FastGreedy

Initial Topological Network 12 278 277
Attribute Enhanced Network 4 2 8
Number of Real Communities 2 2 2

Table 5. Number comparison of community divisions

From Table 5, it can be observed that in the initial topological network, the
LPA and FastGreedy algorithms show low accuracy when dividing more than 200
communities. This is primarily due to the large number of isolated points in the
dataset, which are assigned to separate communities by these algorithms.

To ensure fairness in the overall experimental comparison, the algorithm based
on topological structure eliminates outliers. Among the compared algorithms, the
Louvain algorithm demonstrates relatively good partition results. Therefore, the
Louvain algorithm is chosen in this paper for further improvement.

Furthermore, upon incorporating attributes, it can be observed that the re-
sults of all three algorithms are closer to the actual number of communities. This
signifies that the inclusion of attribute information improves the accuracy of commu-
nity detection, enabling the algorithms to better capture the underlying community
structure.

From Figure 7, it is evident that the NMI values of the two community detection
algorithms improve in the attribute-enhanced network compared to the network
with a single attribute. This indicates that the accuracy of community division is
enhanced by incorporating the node’s own attributes.

However, the modularity of both algorithms decreases in the attribute-enhanced
network. This can be attributed to the introduction of attribute virtual nodes, which
create new links that may blur the boundaries between communities. As a result,
in scenarios with only one attribute, the division of communities can become less
distinct.

In real-life networks, nodes often possess multiple attributes. It is impractical to
directly incorporate all attributes as virtual nodes in large-scale networks. There-
fore, the filtering of homogeneous attributes becomes essential. This observation
further supports the rationale behind filtering homogeneous attributes, as it helps
to maintain the clarity and accuracy of community detection in complex networks.

In Figure 8, we can observe the visualization of partitions in the PolBooks
dataset, which represents a small-scale network with a real community of 3.
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Figure 7. Single attribute comparison

When using only topological information, the network is divided into four com-
munities. However, when attribute and topological information are combined, the
result is updated to three communities, which aligns more closely with the actual
community structure.

5 CONCLUSION

The multidimensional feature fusion community detection model (Louvain-FTAS)
proposed in this paper combines network topology and node attributes to improve
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Figure 8. Comparison of Polbooks dataset community partitioning results

the accuracy of community division. The algorithm addresses the challenges posed
by heterogeneous attributes and incorporates attribute filtering to enhance the im-
pact of relevant attributes on the network structure. By considering the complemen-
tary nature of attributes and topology, Louvain-FTAS achieves better community
detection results.

Future research directions include exploring improved methods for measuring
the convergence of structural and attribute information and identifying additional
potential communities to further enhance the accuracy of community division. Ex-
tending the Louvain-FTAS algorithm to handle dynamic networks could be another
interesting area of research. By incorporating temporal aspects, such as evolving
attribute values and changing network structure over time, the algorithm could
adapt to communities that change over different time intervals. This could involve
considering attribute and structural information in a time-dependent manner and
developing mechanisms to identify and track communities as they evolve.
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