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Abstract. When processing the lost data of web learning resource information
flow, the noise in the data signal cannot be eliminated, resulting in inaccurate
detection of the lost data of web learning resource information flow in the later stage.
Therefore, a data mining algorithm is proposed based on weighted depth forest for
web learning resource information flow loss. Based on building a brand-driven
Web data acquisition model to collect data, this method uses clustering analysis
technology to extract the lost data feature information of web learning resource
information flow. It carries out wavelet threshold denoising on it. According to the
characteristics of lost data, the lost data mining of web learning resource information
flow is completed. Experimental results show that the proposed algorithm has
a low error rate, high accuracy, high labour intensity, high efficiency and high
performance.
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1 INTRODUCTION

With the rapid development of the Internet, more and more enterprises and gov-
ernment departments have websites to provide Web services, such as product intro-
duction and information release. Web has become the basis of e-commerce. With
the continuous increase of Web data, there is a loss of Web learning resource data,
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which will directly impact Web services [1]. Web learning resource drain Data min-
ing is applying data mining technology to the Web. It is a comprehensive technology
involving data mining, web, informatics, computer linguistics, and many other dis-
ciplines. Mining Web learning resource loss can improve Web data classification
ability [2]. Research on data mining algorithms of Web learning resource loss is
significant in Internet information processing.

Sun et al. [3] proposed a prediction method for bandwidth demand and quality
of service (QoS) of Web applications based on network simulation. This method
provides a modelling framework and formal description suitable for Web services,
adopts a simplified parallel load model, extracts model parameters from Web appli-
cation access logs using automated data mining methods, and uses network simu-
lation tools to establish a system model to simulate complex network transmission
processes, which can predict bandwidth requirements and QoS changes under dif-
ferent load intensities. However, the algorithm must be more explicit in dividing
the lost data of web learning resource information flow and has a high error rate.
Frequent itemset mining, such as in Liang et al. [4], is significant in many data min-
ing applications, such as web log mining and trend analysis. However, if the data is
sensitive (for example, web browsing history), direct publishing of frequent itemsets
and their support may violate user privacy. Therefore, under differential privacy,
this method ensures that the calculated output is insensitive to any single tuple
by adding noise, thus protecting the user’s privacy. However, this algorithm takes
a long time to calculate the lost data of web learning resource information flow and
has low labour intensity and efficiency. Yang and Wang [5] proposed data stream
processing technology for Web learning resources based on data mining. Firstly,
it analyses the research progress of Web learning resource flow processing and the
factors that cause the poor performance of Web learning resource flow process-
ing. Then, the breadth-first algorithm is used to search web pages and collect data
streams of web learning resources. The Bayesian network algorithm mines associa-
tion rules of data streams to find the most valuable information on the web pages.
The elastic scalability mechanism is used to process the data streams of learning
resources. Through looking for common if-then structures in the information and
utilising the supporting or reliability criterion to pinpoint the highest significant
associations, connection results are created. However, the algorithm extracts web
learning resources information stream with considerable noise, low accuracy and low
performance.

To solve the problems in the above algorithms, a data mining algorithm for web
learning resource information flow loss based on weighted depth forest is proposed.
The specific steps are as follows:

1. Build a Xinpai-driven Web data acquisition model to collect Web data signals.

2. Using clustering analysis technology to extract the lost data feature information
of web learning resource information flow.

3. Wavelet threshold denoising method is used to process data signals.
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4. The lost data of web learning resource information flow is detected by weighted
depth forest.

5. Experiments and discussions verify the overall effectiveness of the proposed al-
gorithm by classifying the lost data of web learning resource information flow,
the clarity of extracted data signals, and data mining time.

6. Conclusion.

2 DATA PREPROCESSING

2.1 Xinpai Driven Web Data Collection Model

The lost data mining algorithm of web learning resource information flow based on
weighted depth forest takes the essential elements of Petri net as the theoretical
basis, applies it to system modelling and designs a brand-driven web data collection
model [6].

2.1.1 Introduction to Petri Net

Dr. Carl Adam Petri first proposed the concept of Petri nets in 1962. 1980 he held
the first international symposium on Petri nets theory and application. Since then,
the annual symposium has continuously enriched and improved the theory and re-
lated applications of Petri nets. Petri net is a diagrammatic computing paradigm for
modelling simultaneous networks. It has been mostly utilised to simulate synthetic
organisations, including industrial services and network technologies. A Petri Net is
a network paradigm for the sheer necessity of machines demonstrating parallelism
in their operations. The network can be separated, the two network kinds compris-
ing locations depicted as spheres and movements represented as bars. The graph’s
lines are oriented or go from locations to changes or vice versa. Petri nets study
the behaviour characteristics of system models, including reachability between la-
bels, reachability of states, the activity of transitions, reversibility of initial states,
persistence between transitions, boundedness of positions, synchronisation distance
between events, fairness, etc. [7]. According to a persistence paradigm, there will
be no alterations among the present and the predicted period. Hence, the potential
value of a response variable will be determined under this premise. The four compo-
nents of a Petri net are locations, transformations, connections, or symbols. Loca-
tions are depicted visually through circles, transformations by squares, boundaries
by directional lines, and symbols by tiny solid (full) groups. The Petri net model
is analysed using the incidence matrix, state equation, reachability tree, invariants
and analysis reduction rules [8]. Any modifications we make to the platform will
not change an immutable standard template, a law that applies consistently when
two alternatives are semantically equivalent; a reducing criterion states this. We de-
fine computing as a reworking procedure in which simple data processing principles
change a phrase. As a mathematical and graphical modelling tool, Petri Net pro-
vides an integrated modelling, analysis and control environment, which facilitates
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the design of the system. The physical process of web space environment data col-
lection is shown in Figure 1. However, the input has been attained from data source
information to control the web space environment data acquisition. From this, the
tasks are generated in real time and recycled properly to handle the collection tasks.

2.1.2 Model Design

Figure 1. Physical process of web space environment data collection

Figure 2. Xinpai driven web data collection model

2.1.3 Model Definition

The formal definition of the driven web data collection model [9] is divided into
three parts: static description, state description and execution process, as shown
in Figure 1. These three parts jointly define the collaboration relationship and
execution order between activities and depict the data collection process of the
model entirely.
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Definition 1. A data collection process Q is composed of multiple groups, and its
expression is as follows:

Q = (H,B, P,E, S, V, I, Y x,G), (1)

where the set of global variables used for control and communication in the whole
process is represented as H; the value range of related variables is B; variable
type (i.e. ∀h ∈ H, P (h) ∈ B) H → B represents P ; for ∀e ∈ E, the credit set
of a credit entity is represented as E; the data structure of dynamic storage E,
namely dynamic queue set, is represented as S; the letter box set is represented
as V , which is divided into front and rear letter box sets. The letter box contains
H, E or S; the activity set is represented as Y , and ∀y ∈ Y represents an activity
entity, which is specifically composed of attributes such as name, ID, type, function,
and state function. Concurrent activities are represented as Y x, ∀Y x ∈ Y and
Y x activities have independent resources, do not interfere with each other, and
are developed concurrently; the contact set is represented as G, which defines the
contact G ∈ (V × Y ) ∪ (T × V ) between the activity sets of the tray collection.

Definition 2. ∀v ∈ V , the expressions of the front mailbox deck •v and the rear
mailbox deck v• are as follows:{

•v = {y ∈ T, (v, y) ∈ G},
v• = {y ∈ T, (y, v) ∈ G}.

(2)

Definition 3. The expression of the function is shown in Formula (3):

Φi (h1, h2, . . . , hn, ei) = ui, (3)

where hi, ui ∈ H, ei ∈ E. The function’s primary function is to realize the specific
business processing involved in the data collection process. Depending on the tech-
niques used to acquire them, information can be divided into four basic categories:
observable, empirical, simulation, and generated. The nature of this study informa-
tion gathered could impact how you handle that information. ∀y ∈ Y has one or
more nested function functions corresponding to it.

Definition 4. The expression of the state function is shown in Formula (4):

Θi (ei) = di, (4)

where ei, di ∈ E. When an activity is completed, use the state function to update
the state attribute of the letter and put it into the post letter box according to the
rules. State functions are numbers that rely on a product’s condition, such as its
quantity or kind, heat, or stress. State functions are independent of how the form
was created or achieved. Original information gathering and deductive approach are
the two categories of sampling techniques. When the function function is completed,
start the state function.
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State description describes the state of different periods during data collection
in the model.

Initialization status: The token box is initialized at V0, and the global variable
set H, mapping P , range set B, and the token set E5 included in it need to be
initialized. The initialization configuration is completed with the user’s direct
participation.

Pending status: The pending signboard box is V1, which mainly involves the sta-
tus of each card in the dynamic queue S0 in the signboard box belongs to the
pending stage. Whenever the back is in the last array place, that is, if the back-
log is entirely full (MaxSize − 1). Therefore, no additional components can be
added if the backlog contains some free spaces.

To be completed status: The card box to be completed is V2, which means that
the task involved in each card in the dynamic queue S1 has been completed, and
the card is waiting to be recovered.

End status: The end signal box is V3, which means that the data collection of the
whole stage has been completed.

Execution process describes the multi-group between the letter box and the
activity set in the model according to Figure 2.

• V0: The user initializes the global variable H, value domain B, mapping P , and
E to be initialized, especially the flexible configuration of E.

• Y0: It is the starting behaviour of the data collection task with a timestamp.
The method of obtaining information involves documenting details on behaviors.
The DBMS developed the timestamp as a special identification to show when
a session began. Timestamp rates are generally given in the sequence that events
are sent through the network. It uses the structure of the phase loop diagram
to expand the loop traversal. The timestamp of the token is the only sign of
starting. The purpose of the function function at this stage is to complete the
creation of the token.

• V1: The dynamic queue S0 stores the set of cards expanded by the Y0 status
function and waits for the cards to be transferred to Y x.

• Yx: Its boundary must be controlled to avoid the explosion of concurrent active
nodes. It is defined as Z = {Y x0, Y x1, . . . , Y xi; i < Z}. Among them, the user
defines the Z value. The function of Y x activity focuses on implementing the
signboard task, which is also the core process of completing data collection.

• V2: The copy of the trust card in S0 is the S1’s trust card. The difference
between the two is that the S1’s trust card is a set of cards processed by the Yx’s
state function, and the trust card has expired and is waiting to be recycled.

• Y2 refers to the end behavior of the data collection task with a time stamp. It
uses the structure of a phase loop graph to expand loop traversal. It is the only
sign for S1 to start when the queue is empty.
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When the S1 queue is empty, no operation is performed, and when it is not
empty, no task recycling operation is performed.

• V3 represents the end state of the entire web learning resource information flow
data collection model.

2.2 Cluster Analysis

Agglomerative clustering begins by collecting individual nodes into groups. One
type of Hierarchy technique is the divided approach, which begins grouping with
the dataset provided before breaking it into divisions. With the rapid growth of
network information and the emergence of Web information extraction technology,
clustering technology [10] has become an important content in the field of data
mining and is widely used in real life. A study’s statistical significance can be
lowered by incomplete information, which can also lead to skewed estimations and
false findings. The lost data mining algorithm of web learning resource information
flow based on weighted depth forest uses clustering analysis technology to extract the
lost data feature information of web learning resource information flow. By finding
people who share characteristics, cluster analysis helps businesses comprehend their
clients and can help them improve when they interact with them.

2.2.1 Feature Selection

In the clustering process, the most important step is feature selection [11, 12, 13].
The feature weight can reflect the importance of each feature. To handle huge
datasets, we require grouping methods that are easily customizable. Capacity to
control various qualities procedures ought to apply to every type of information, in-
cluding quantitative, category, and intermission (mathematical) information. Elim-
inating consonants from English phrases is done using the Porter stemming algo-
rithm. Automated ending removal is a helpful process, particularly in knowledge
discovery. A manuscript is often parameterized of letters or concepts in an IR
context. In the process of preprocessing the lost data of web learning resource in-
formation flow, the tfc algorithm and porter stemming algorithm are used to select
features and extract stemming. Stemming, which items to endings, prefixed, or the
foundations of commonly defined as phrases, is the practice of removing a term to
its root. It is significant in language comprehension (NLU) or natural language
synthesis (NLP). Every procedure done on original data to prepare it for a further
computational operation is referred to as data preprocessing, which is a part of
the information preparation. Preprocessing the data is essential to ensure its great
service. Data preprocessing is broken down into four steps to simplify things: infor-
mation extraction, data aggregation, discretization, and data conversion. The tfc
algorithm is used to calculate the feature weight cij of feature j in record i. The
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expression is shown in formula (5):

cij =
gij × lg

(
N
nj

)
√∑M

k=1

[
gik × lg

(
N
nk

)] , (5)

where the frequency of feature j in record i is gij, and the total number of records in
the data set lost by web learning resource information flow is N . The number of all
features is M , and the number of records of feature j and feature k are nj and nk,
respectively. To measure the similarity between clusters [14], the matrix for storing
clustering feature vectors is shown in Equation (6):

Content Units ⇒

 c1
...
cn

 ⇒

 c11 . . . c1M
...

. . .
...

cN1 . . . cMM

 , (6)

where each line represents a vector corresponding to a record. Suppose that N
records are composed of M features, and the feature weight value corresponding to
the jth feature of ci is expressed as cij. Therefore, the eigenvector corresponding to
ci is also ci.

2.2.2 Similarity Measurement

Suppose that two clusters are Vi and Vj, and their corresponding eigenvectors are
Gi = (ci1, ci2, . . . , cim) and Gj = (cj1, cj2, . . . cjn) respectively, and the Euclidean
distance [15] between Vi and Vj is expressed as Formula (7):

Dist (Gi, Gj) =

√√√√ m∑
k=1

|cik − cjk|2, i ̸= j. (7)

According to Formula (7), their distance reaches the maximum when Vi and Vj have
no identical characteristics. When the characteristics and weights between Vi and
Vj are the same, the distance between them is the minimum value, namely cik = cjk
(i ̸= j). According to Formula (5) and Formula (7), the maximum and minimum
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values between clusters are Formula (8):

∫
maxDist (Gi, Gj) =

√√√√ m∑
k=1

|cik − cjk|2

=

√√√√ m∑
k=1

c2ik +
m∑
k=1

c2jk


√√√√√√√ m∑

k=1

 gik × lg
(

N
nk

)
√∑m

l=1

[
gil × lg

(
N
nl

)]2


2

+
m∑
k=1

 gjk × lg
(

N
nk

)
√∑m

l=1

[
gjl × lg

(
N
nl

)]2


2
 (8)

=
√
1 + 1 =

√
2

subject to i ̸= j

minDist (Gi, Gj) =

√√√√ m∑
k=1

|cik − cjk|2 = 0

subject to i ̸= j

The range of distance between two clusters is [0,
√
2]. Therefore, the similarity

calculation between clusters is normalized, and the similarity between Vi and Vj is
shown in Equation (9):

sim (Gi, Gj) = 1−

√∑m
k=1 |cik − cjk|2

2
, i ̸= j. (9)

According to Formula (9), the range of distance between two clusters is [0, 1].
According to Formula (8) and Formula (9), when the distance between two clusters
reaches the maximum

√
2, the minimum similarity between them is 0. The data min-

ing algorithm for information flow loss of web learning resources based on weighted
depth forest uses iterative calculation of the distance between clusters, and combines
the clusters with the greatest similarity. The conditions for combining clusters are
shown in Formula (10):

Cluster (Gi, Gj) ⇔ max {sim (Gi, Gj) | i ̸= j} and sim (Gi, Gj) ≥ ϑ. (10)

The similarity between Vi and Vj clusters is sim (Gi, Gj), and the threshold value
that the similarity needs to meet is ϑ. When the similarity between two clusters is
greater than or equal to the threshold value, ϑ combines them into a cluster.
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2.2.3 Comparison Variables

In the similarity measurement in the previous section, a threshold is defined to
determine whether clusters are merged. However, selecting a threshold has always
been a very challenging problem in clustering research. Generally, the threshold
cannot be fixed, and it needs to be set according to the needs of different clusters
and the dataset’s characteristics. Based on the weighted depth forest [16], the
data mining algorithm for information flow loss of web learning resources proposes
the concept iteration of comparison variable CV to judge whether the two nearest
clusters should be merged.

Assuming that the distance between Vi and Vj is the closest, the feature vector
set of all records of cluster Vi is represented by S = {s1, . . . , sk, . . . , sn}. The ex-
pression of the calculation method to determine whether the clustering Vi and Vj

can be combined is shown in Formula (11):

CV (Vi, Vj) =

{
1, if

∏n
k=1 (1− sim (sk, Vj))

µ ≤ max {sim (sk, Vj) | sk ∈ Vj} ,
0, otherwise,

(11)
where the similarity between the eigenvector of k recorded in cluster Vi and the
eigenvector of Vj is sim (sk, Vj), and 1− sim (sk, Vj) represents the degree of dissim-
ilarity between the eigenvector of k recorded in cluster Vi and the central vector of
cluster Vj, that is, the degree of dissimilarity.

Compare the maximum value between
∏n

k=1 (1− sim (sk, Vj))
µ and sim (sk, Vj).

If the latter is large, it means that the similarity between k and Vj of the record
closest to Vj in Vi is greater than or equal to the difference between all the records
of Vi and Vj. At this time, CV (Vi, Vj) = 1 can be combined. If the former is
relatively large, it means that the similarity between k and Vj of the record closest to
Vj in Vi is less than that of all records between Vi and Vj. In this case, CV (Vi, Vj) = 0
cannot be combined. µ refers to the factor regulating clustering stringency. The
higher the µ value, the lower the clustering stringency. The proof process is as
follows.

Proof. If µ → 0,
∏n

k=1 (1− sim (sk, Vj))
µ → 1. In this case,

∏n
k=1 (1− sim (sk, Vj))

µ

≥ max {sim (sk, Vj) | sk ∈ Vj} , CV (Vi, Vj) = 0 exists for any cluster Vi and Vj. At
this time, the cluster is the most strict, and all records can be used as separate
clusters. On the contrary, if µ → +∞ then

∏n
k=1 (1− sim (sk, Vj))

µ → 0 In this
case,

∏n
k=1 (1− sim (sk, Vj))

µ < max {sim (sk, Vj) | sk ∈ Vj}, CV (Vi, Vj) = 1 exists
for any cluster Vi and Vj. At this time, the strictness of the cluster is the lowest,
and all records can be clustered to obtain a whole cluster family. 2

Different µ should be selected for different data sets to improve the quality
of clustering, and the conditions for merging clustering should be redefined. The
expression is shown in Formula (12):

Cluster (Vi, Vj) ⇔ {max (Gi, Gj) | i ̸= j} and CV (Vi, Vj) = 1. (12)
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3 DATA MINING ALGORITHM FOR WEB LEARNING RESOURCE
INFORMATION FLOW LOSS BASED ON WEIGHTED DEPTH
FOREST

3.1 Denoising of Lost Data of Web Learning Resource Information Flow

In general, signals and noises have different characteristics at different scales. For
this reason, relevant scholars have proposed different filtering and denoising meth-
ods, mainly divided into Bayesian methods [17] and non Bayesian methods. Bayesian
methods are subdivided into three categories: denoising methods based on modulus
maximum principle, spatial scale correlation denoising methods and wavelet thresh-
old denoising methods [18, 19]. Among the three wavelet denoising methods of
signals, wavelet threshold denoising method is the first proposed typical nonpara-
metric noise suppression method, and is the simplest and best method to achieve.
The proposed algorithm uses two-dimensional wavelet threshold denoising to denoise
the lost data of web learning resource information flow, which can more directly and
accurately remove the noise in the data. It breaks down a data (a visual) into sev-
eral spectral analysis at distinct in appearance levels (that is, multiresolution). This
makes it possible to disclose an object’s time and spectral properties concurrently.
A potent method for eliminating distortion from diverse data is the wavelet trans-
form (WT). Additional suppression might well be obtained by integrating WT with
other noise-reduction strategies. Stochastic Variable Compression (SVD), like WT,
is a powerful method for noise removal.

Let the loss data signal of a two-dimensional noisy web learning resource infor-
mation flow be g(x, y), which can be expressed as the M×N matrix. The expression
is shown in Formula (13):

g(x, y) = h(x, y) + δ(x, y), x = 1, 2, . . . ,M ; y = 1, 2, . . . , N, (13)

where the noise component is δ(x, y), independent of g(x, y), and the denoised signal
component is expressed as h(x, y).

The purpose of denoising is to find the signal closest to the real signal h(x, y)
according to g(x, y), that is, to obtain the estimated g(x, y) of g(x, y), to minimize
its mean square error (MSE), as shown in Equation (14):

MSE =
1

N2

N∑
i=1

N∑
x=1

( g(x, y)− ĝ(x, y))2. (14)

In order to restore the real signal h(x, y) from the lost data signal g(x, y) of the
noisy web learning resource information flow, the wavelet transform is used as a tool
to realize denoising. By processing the decomposition coefficient of the wavelet,
the signal and noise can be separated according to the different characteristics of
the data signal and noise, overcoming the limitations of traditional methods when
processing non-stationary signals [20, 21].
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After discrete sampling of the lost data signal g(x, y) of the two-dimensional
noisy web learning resource information flow, obtain the M × N point discrete
signals g(i, j), i = 1, 2, . . . ,M ; j = 1, 2, . . . , N . In the wavelet threshold, expand the
orthogonal wavelet transform of Equation (13) to obtain Equation (15):

U [i, j] = C[i, j] +B[i, j], i = 1, 2, . . . ,M ; j = 1, 2, . . . , N. (15)

The noisy wavelet coefficient is U [i, j] and the denoising wavelet coefficient is C[i, j].
The matrix representation of the corresponding signal: g = {g(i, j)}ij,
h = {h(i, j)}ij, δ = {δ(i, j)}ij, g, h, δ wavelet transform coefficient matrices are:
U = Eh, C = Eg, B = Eδ, where E is a two-dimensional orthogonal wavelet trans-
form operator. After processing the original signal g(x, y) = h(x, y) + δ(x, y) with
two-dimensional discrete wavelet transform, according to the linear property of the
wavelet transform the wavelet coefficients corresponding to signal h(x, y) and noise
δ(x, y) constitute the decomposed wavelet coefficients. Generally, these wavelet co-
efficients are divided into subbands according to different scales and directions, as
shown in Figure 3.

Figure 3. Structure of 2-D wavelet decomposition coefficient

In Figure 3, the high frequency is T , the low frequency is R; the subband RR
is the low-frequency approximation coefficient, and the subband TTj, TRj, RTj,
j = 1, 2, . . . , J is the high-frequency detail coefficient, where the decomposition
scale is j, the maximum decomposition scale is J , and the subband size on the j
scale is N

2j
× N

2j
.

Figure 3 shows the process of sub-band segmentation in the data decomposition
of web learning resource information flow loss. The total number of coefficients af-
ter decomposition equals the number of original data. After the first decomposition
layer, the original data is overwritten and replaced by a low-frequency subband R
and a high-frequency subband T . After the first decomposition layer, R is decom-
posed into RR and RT , and T is decomposed into TR and TT . The decomposition
of the next layer retains RT , TR and TT , and only continues to decompose RR into
four subbands. The subscripts distinguish the subbands of different levels in the
figure. The core of wavelet denoising uses different wavelet bases to transform the
original signal into the wavelet threshold [22, 23, 24]. It is based on the various ef-
fects and distributions of signal h(x, y) and noise δ(x, y) on (i, j) wavelet coefficients
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of the location points, and it is used to judge the contribution of wavelet coefficients
in signal and noise energy.

The idea of wavelet threshold denoising method is to decompose the lost data
signal of web learning resource information flow by wavelet decomposition, select
the appropriate threshold Y among the wavelet coefficients of different scales, apply
the rule to process the coefficients whose modulus is greater than or less than this
threshold, obtain the estimated wavelet coefficients, and then reconstruct them so
that the noise in the lost data signal of web learning resource information flow can
be effectively controlled.

3.2 Weighted Depth Forest Construction Method

For the deep forest algorithm [25], when constructing the cascaded forest module, the
feature selection is very random, which is likely to reduce the accuracy of the forest
and affect the algorithm’s performance. The weighted deep forest-based web learning
resource information flow loss data mining algorithm proposes a construction method
for weighted deep forest. The following definitions are given to better describe the
method.

Definition 5. Set the lost data set F = {Z1, Z2, . . . , Zm}, the category is V =
{V 1, V 2, . . . , V n}, and the prediction probability matrix of the forest is shown in
Equation (16):

Q =


Q1 Q12 . . . Q1n

Q21 Q22 . . . Q2n
...

...
...

Qm1 Qm2 . . . Qmn

 . (16)

In the formula, the probability that the i data is divided into the j data is
Qij. The subscript of the column of the maximum value in each row of the forest
prediction probability matrix is considered as the final prediction category of this
data, which is marked as 1 in the matrix and the rest as 0, as shown in Formula(17):

Q =


0 0 . . . 1
1 0 . . . 0
...

...
...

1 0 . . . 0

 . (17)

Then the accuracy of the forest in the algorithm is expressed as Equation (18):

A =

∑m
i=0

∑n
j=1W [i][j] ∩Q[i][j]

m
. (18)

In the formula, the total number of data is m, the number of categories is n,
the actual category matrix of the lost data samples of the web learning resource



810 S. Zhou

information flow is W [i][j], and the prediction probability matrix is Q[i][j]. The
accuracy of prediction for each forest is obtained through cross-operation.

Definition 6. Assuming forest T = {1, 2, . . . , t}, the definition of forest weight
factor λ is shown in Formula (19):

λ =
lg2Ai∑r
i=1 lg2Ai

. (19)

In the formula, the accuracy of the ith forest is Ai, then the class prediction
probability matrix of the ith forest is expressed as Formula (20):

Q(i) = Q× λ. (20)

When constructing the weighted depth forest, the cascade forest module should
be analyzed first. The next is the cascading forests, which, combined with random
forests, develop increasingly exclusionary interpretations while supervised by incom-
ing interpretations at every level. The random forest and completely random forest
used in the algorithm are random selection features. For a much more precise fore-
cast, Random Forest produces numerous decision forests that are then combined.
It is based on the idea that several statistically independent systems (the different
decision trees) work significantly stronger together than they do separately. After
Definition 5, the forest prediction probability matrix can be obtained, and the forest
accuracy can be calculated. Then, the weight factor [26, 27] in Definition 6 is intro-
duced to weigh the forest probability results. The higher the accuracy is, the higher
the weight factor is, and the greater the forest weight is. On the contrary, the smaller
the weight is. This step can effectively reduce the impact of irrelevant attributes in
the randomly selected root node of the feature on the algorithm performance. The
weighted probability vector is used as the input to expand the next forest cascade
layer to continue training, and the above processing process is repeated until the
maximum number of cascaded layers is reached.

3.3 Data Loss Detection of Web Learning Resource Information Flow

To better apply the weighted depth forest algorithm [28] to the lost data mining
of web learning resource information flow, it is necessary to redefine the isolation
factor as follows:

Definition 7. If the formal background is binary {F, V }, the record set is F =
{Zy|y = 1−n}, and definition of the isolation factor β is as shown in Formula (21).

In the formula, the distance between the y point and the first data point is
f (Z1, Z1), the class density of the i type data is σ(Vi) and the definition of the
threshold function G(τ) of the isolation factor β is shown in Formula (21).

G(τ) =
1

τ
× log10 τ, (21)
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where τ represents the number of categories τ > 0 in the dataset, and the threshold
function G(τ) is a monotone decreasing function. τ increases and G(τ) decreases.

After the weighted depth forest construction is completed, the distribution of
the lost data of the web-learning resource information flow is different, and the
data is divided into classes with different densities. According to Definition 7, the
class density of the lost data of various web learning resource information flows
can be obtained. The more data there is, the smaller the class density. The local
isolation factor β is calculated by Formula (21). The larger the β, the greater the
probability of losing the web learning resource information flow. The above formula
can also obtain the isolation factor function threshold G(τ) in different data sets.
The data whose β value is greater than G(τ) is the lost data of web learning resource
information flow.

3.4 Algorithm Description

The lost data mining algorithm of web learning resource information flow based on
weighted depth forest is divided into two parts. The first part is to build a weighted
depth forest, and the second is to detect the lost data of web learning resource infor-
mation flow. In the first part, scan the data through the sliding window [29], divide
the data into multiple different dimensions, enter the random forest and the utterly
random forest for training, and combine the obtained class probability vectors as the
input of the cascaded weighted forest module. In the cascaded weighted forest part,
the input data enters the forest integration part for training, including two random
forests and two completely random forests. To prevent the occurrence of overfit-
ting, the K-fold cross-validation method is used to train them, and the Definition 5
method is used to obtain the forest prediction probability matrix. Nevertheless,
all portions of the information can be utilized as a test dataset whenever K-fold
cross-testing is applied. This enables them to assess the system’s effectiveness by
using all of the information from our tiny sample for both ongoing training. The
prediction result is the subscript corresponding to the maximum value of each row
in the matrix. Then, the accuracy of the forest is calculated, and the weight factor
in Definition 6 is added to weight the forest. The weight factor of the forest is pro-
portional to the weight value. The larger the weight factor, the greater the weight
value. Combine the weighted probability vectors of each forest with the probability
results of the granularity scanning layer, take them as the input of the next forest
cascade layer, calculate the error rate of this layer, and recurse the above steps until
the maximum number of layers is reached, or the error rate of this layer increases,
and the iteration stops.

After the weighted forest is constructed, the isolation factor β and the threshold
function G(τ) of the dataset are calculated by defining 7 pairs of sample data of
each type in the dataset. The β > G(τ) data is the lost data of the web learning
resource information flow.



812 S. Zhou

4 EXPERIMENT AND DISCUSSION

In order to verify the overall effectiveness of the weighted depth forest based web
learning resource information flow loss data mining algorithm, it is necessary to
carry out relevant tests. The classification of lost data in web learning resource
information flow has a direct impact on its mining. Figure 4 shows the classification
and division results of lost data in web learning resource information flow using the
proposed algorithm, reference [3] algorithm, reference [4] algorithm, and reference [5]
algorithm.

Figure 4. Classification results of different algorithms

It can be seen from Figure 4 that the classification and division results of the
lost data of the web learning resource information flow by different algorithms are
completely different. The proposed algorithm has the best classification and division
effect on the lost data of the web learning resource information flow. Other algo-
rithms have problems such as too broad data division, unclassified identification of
lost data, and incomplete classification and division of data, resulting in a high error
rate. The proposed algorithm does not have the above problems; because the pro-
posed algorithm carries out relevant pre-processing on the lost data of web learning
resource information flow and then cluster analysis on it, and classifies the standard
data and the lost data separately, it can efficiently complete the classification and
division of the lost data of web learning resource information flow.

Figures 5, 6, 7 and 8 show the extraction results of the web learning resource
information flow loss data signal using the proposed algorithm, the reference [3]
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algorithm, the reference [4] algorithm, and the reference [5] algorithm, taking the
clarity of the extracted data signal as an indicator.

Figure 5. Data signal extracted by the proposed algorithm

Figure 6. Data signal extracted by reference [3] algorithm

It can be seen from Figures 5, 6, 7 and 8 that the data loss signal of the web learn-
ing resource information flow extracted by the proposed algorithm is the most accu-
rate. The data loss signal of the web learning resource information flow extracted by
the reference [3] algorithm, the reference [4] algorithm and the reference [5] algorithm
all have different levels of noise, especially the noise of the reference [4] algorithm
is the most obvious, indicating that the proposed algorithm has high accuracy and
high performance.

Table 1 shows the operation time of the proposed algorithm, reference [3] al-
gorithm, reference [4] algorithm, and reference [5] algorithm, taking the operation
time of web learning resource information flow loss data mining as an indicator.

According to the above table, with the increase in the number of experiments,
the operation time of the four algorithms for data mining of web learning resource
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Figure 7. Data signal extracted by reference [4] algorithm

Figure 8. Data signal extracted by reference [5] algorithm

information flow loss also increases. The operation time of the proposed algorithm
is the lowest, with the highest value of 11.64 s. The operation time of the other
three algorithms is about 10 times that of the proposed algorithm. In particular,
the operation time of the algorithm in reference [5] is up to 355.49 s, which is about
30 times that of the proposed algorithm, indicating that the proposed algorithm is
labour-intensive and efficient.

Number
of Experiments

Running Time [s]
Proposed
Algorithm

Reference [3]
Algorithm

Reference [4]
Algorithm

Reference [5]
Algorithm

1 8.76 206.88 90.77 268.14

2 9.41 224.32 95.82 299.63

3 10.37 257.81 99.34 304.82

4 11.64 276.27 106.19 355.49

Table 1. Operation time of data mining for information flow loss of web learning resources
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5 CONCLUSION

Aiming at the problems existing in the current data mining algorithm for web learn-
ing resource information flow loss, a data mining algorithm is proposed based on
a weighted depth forest. First, a brand-driven web data collection model is con-
structed to collect data; second, data features are extracted, wavelet threshold de-
noising is carried out for data, and finally, a weighted depth forest is constructed to
detect web learning resource information flow loss data, complete the data mining of
web learning resource information flow loss. It provides a new direction for internet
information processing in web learning resource information flow loss data mining.
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