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Abstract. Maintaining stable and orderly intelligent autonomous driving behav-
ior in a closing scene is an important challenge. Compared with traditional chaos
caused by an individual autonomous vehicle based on central control, when it breaks
down, an intelligent cooperative autonomous driving group may effectively mitigate
or alleviate the issue. There is no method to formulate an autonomous vehicle
group and analyze its cooperative behavior by taking the aggregation, leading node
change rate, and algorithm complexity of a vehicle group into account. This work
formulates an aggregation degree-based Cooperative Model for Autonomous Vehicle
Groups in a closing scene (CMAVG). First, we construct multi-roles and hierarchical
autonomous vehicle groups. Then, we analyze their evolution behavior and present
a dynamic evolution method based on it. Finally, we formulate CMAVG and give its
solving method. We conduct extensive simulations in a simulated closing scene and
a real one. Experimental results show that our autonomous vehicle group formation
method outperforms a VANET clustering method and an autonomous vehicle group
formation method in terms of aggregation degree, running time, and leading node
change rate. CMAVG outperforms two cooperation methods for Internet of vehi-
cles and an autonomous vehicle group cooperation method in terms of aggregation
degree, leading node change rate, and vehicle group survival time.

Keywords: Autonomous vehicle group, closing scene, cooperative model, aggrega-
tion degree, multi-objective optimization

1 INTRODUCTION

Autonomous vehicle technology is developing rapidly with the breakthrough of artifi-
cial intelligence technology, which is expected to effectively alleviate traffic problems,
e.g., congestion, accidents, and air pollution [I, 2]. Hence, it is of great interest to
researchers and industries due to its capability of dynamically perceiving surround-
ing environments via multiple sensors. The perception combined with a vehicle’s
knowledge of dynamics and kinematics ensures safe travel on designed paths.

However, many challenges remain unresolved in the autonomous vehicle field.
For example, once autonomous vehicles’ perception fails, their driving system may
collapse immediately and cause serious accidents. Static path planning methods
cannot effectively address chaotic and disorderly movements caused by sudden sys-
tem failures. Additionally, unpredictable road environments, complex interactions
between vehicles, and limitations in current sensor technology introduce signifi-
cant challenges in ensuring the robustness and adaptability of autonomous systems.
There is a need for advanced methods to handle edge cases, such as sensor blind
spots, adverse weather conditions, and unexpected dynamic obstacles, which remain
difficult to model and predict accurately.

Compared with a single vehicle, an autonomous vehicle group has a larger per-
ception range via internal communications, which can avoid potential risks caused
by blind spots. However, challenges arise in maintaining stable and reliable commu-
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nications within and between vehicle groups, particularly in dynamic environments
with high vehicular density or potential signal interference. Establishing a stable and
orderly autonomous vehicle group capable of cooperation is essential to ensure all
vehicles maintain intelligent and safe autonomous driving behavior. This requires
addressing problems such as group coordination under varying traffic conditions,
scalability of communication protocols, and adaptive decision-making mechanisms
that can respond to rapidly changing group configurations. There are many stud-
ies [3, 4 5, [6, [7, 8] focusing on information dissemination among vehicles, although
none of them apply effectively to cooperative interactions within an autonomous
vehicle group. Furthermore, existing work often overlooks the impact of environ-
mental and operational constraints, such as varying road infrastructures, bandwidth
limitations, and efficiency of communication modules, on the design of cooperative
models.

&, Lead vehicle nodes
Groups communication
<~> Autonomous vehicle group
g, Common vehicle nodes
&g, Outlier vehicle nodes

Figure 1. Autonomous vehicle groups in a closing scene

Existing studies mainly focus on autonomous vehicle group formation [9] 10 1T}
12, 13, 14, 15, 16] and dynamic evolution [I7, 18, 19, 20, 211, 22, 23, 24, 25], but
they suffer from low network connectivity, poor real-time performance, and limited
scalability in complex scenarios. Moreover, few methods address how to achieve op-
timal balance among multiple objectives under conflicting constraints. Closing scene
is a scene without external disturbances, e.g., pedestrians, obstacles, and manned
vehicles. Each vehicle belongs to a group that is guided by a leading vehicle. The
connection among vehicle groups depends on vehicles within the perception range of
each other. As shown in Figure[I] First, we study vehicle states in an autonomous
vehicle group and propose an Autonomous Vehicle Group Model (AVGM) based
on node joining, node leaving, and leading node replacement strategies. Then, we
study the dynamic evolution behavior of autonomous vehicle groups and formulate
an aggregation degree-based Cooperative Model for Autonomous Vehicle Groups
(CMAVG) in a closing scene by using finite state machine theory. Finally, we pro-
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pose a multi-objective optimization method to solve CMAVG. Our contributions
are:

1. To form a hierarchical multi-role autonomous vehicle group, we define four au-
tonomous vehicle roles, i.e., initialize, leading, common, and outlier. Then, we
formulate an autonomous vehicle group model based on aggregation degree to
ensure its stability;

2. To analyze the dynamic evolution behavior of autonomous vehicle groups, we
define five dynamic evolution events, i.e., initialization, joining, leaving, leading
node selection, and leading node replacement. Based on which we formulate six
dynamic evolution statuses and a state transition process by using a finite state
machine theory;

3. To maintain cooperative behavior among group members, we propose a collabo-
rative model for autonomous vehicle groups, formulate CMAVG, and introduce
a multi-objective optimization method to solve it; and

4. To verify the effectiveness of the proposed autonomous vehicle group formation
and cooperative method, we construct a simulated closing scene and a real one
and conduct extensive simulations in two scenes to demonstrate the performance
of our method in terms of aggregation degree, running time, leading node change
rate, and vehicle group survival time.

The rest of this paper is organized as follows. Section [2| introduces related
work. Section [3] presents an autonomous vehicle group model. Section [ introduces
a cooperative model for vehicle groups. Section [ shows the experimental results in
simulated and real scenes. Section [l concludes this work.

2 RELATED WORK
2.1 Vehicle Group Formation

Jalil et al. [9] divide vehicles that are entering an island into vehicle groups. The
authors propose a vehicle speed-adjusting method to improve traffic efficiency. How-
ever, their method faces high time complexity when the number of vehicles is large.
Bakibillah et al. [I0] propose a bi-level control system for autonomous vehicles at
roundabouts. They divide island areas into a formation area and a merging one,
merge some adjacent vehicle groups, and adjust the speed of vehicle group members.
However, it is difficult to achieve real-time speed optimization on a high-traffic is-
land. Chang and Ning [IT] construct vehicle groups by using an improved K-means
algorithm. However, its performance decreases as the vehicle mobility capacity in-
creases. Wang et al. [I2] construct vehicle groups based on autonomous vehicles’
lane information, based on which they design four control patterns, i.e., acceleration,
deceleration, maintenance, and emergency. However, the computational complex-
ity of these patterns increases with the number of vehicles. Ghiasi et al. [I3] use
leading vehicles to control vehicle group members by using the information gathered
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by sensors and other autonomous vehicles. Their method shows good performance
in a mixed-traffic environment where human-driven and autonomous vehicles coex-
ist. Yu et al. [I4] use graphs to model dependencies among autonomous vehicles
and introduce a reinforcement learning-based mobility adjusting method for their
members. However, their method suffers from low convergence when the traffic
environment is highly dynamic. Nakamura and Sakakibara [I5] introduce a veri-
fication method for autonomous vehicle group control, which uses a temporal au-
tomaton to model their dynamic behavior. Nevertheless, their method only considers
a resource-intensive scene, which is not suitable for a real mixed-traffic environment.
Maiti et al. [16] compare a greedy strategy-based vehicle group formation method
with a destination-based one. Their studies highlight the trade-offs between vehicle
group formation speed and fuel efficiency.

2.2 Dynamic Evolution

Dokur et al. [I7] control the relative angle of autonomous vehicles to form vehi-
cle groups. Although their method ensures smooth integration of a vehicle into
a vehicle group by managing its orientation, it is difficult to precisely control a ve-
hicle’s angle in a real scene. El Ganaoui-Mourlan et al. [I8] generate paths of
vehicle group members based on model prediction control and fast search random
tree, which can ensure smooth vehicle group formation. Yet, their model predic-
tion control method has a high computational requirement. Sreenivasamurthy and
Obraczka [19] compare the mobility behavior of vehicle group members as behavior
in biological systems, based on which they design joining and leaving strategies.
However, this decentralized vehicle group structure leads to unstable of following
relationship among vehicle group members. Wu et al. [20] use reliable attribute en-
cryption and blockchain to revoke the secret keys of malicious nodes in autonomous
vehicle groups. Xiong et al. [21] use a Markov decision-making process to decide
whether an autonomous vehicle entering a highway can join a vehicle group. How-
ever, Markov decision-making processes suffer from high computational expenses.
Ge et al. [22] introduce mobility strategies for vehicle group members in merging
and splitting events. Their strategies use resilient control mechanisms to handle un-
certainties, its complexity is high when there are several vehicle groups interacting
with each other. Ye et al. [23] introduce mobility strategies for autonomous vehicle
groups in merging and lane-changing events. Their method ensures autonomous ve-
hicles adjust their speed in a multi-lane highway, which assumes that other vehicles
follow mobility patterns. Kato et al. [24] divide autonomous vehicles near a ramp
into vehicle groups, where a leading vehicle determines the time entering a main
road. However, a leading vehicle may make error decisions in a real scene. Zhou
and Zhu [25] analyze the effects of vehicle group size on its evolutionary behavior.
Nevertheless, their analysis is a theoretical model, which does not consider the real-
world factors such as communication delays, sensor errors, and unexpected traffic
disruptions.
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2.3 Summary

In recent years, research on autonomous vehicle groups has attracted attention from
academia and industry. Most existing studies do not consider the safe driving be-
havior issues caused by the possible evolution of vehicle groups in an unstable state.
Therefore, it is critical to establish a vehicle group model, study its dynamic evolu-
tion, and propose a cooperative model to maintain a stable and orderly intelligent
autonomous driving behavior.

3 AUTONOMOUS VEHICLES GROUP MODEL

In this section, we formulate an autonomous vehicle group model. First, we give
some formal definitions. Then, we introduce four autonomous vehicle states. Next,
we define three performance metrics for autonomous vehicle groups. Finally, we
present the autonomous vehicle group model based on a vehicle group actions.

3.1 Formal Specification

Autonomous vehicles communicate with each other, based on which they collect
the neighbor autonomous vehicle information and construct autonomous vehicle
groups. Hence, we define the formal definition of autonomous vehicle connect factor,
neighbor node set, vehicle node leading degree, and vehicle connectivity cost.

Definition 1. The autonomous vehicle connect factor Cy(v,,v;) between vehicles

v, and vy at time t is

1, di(va,vp) <R,
Ci(va, vp) = (1)
0, otherwise,

where dy(vg,v,) denotes the distance between v, and v, at t and R denotes the
communication range of autonomous vehicles.

Definition 2. The neighbor node set K;(a) of v, at ¢ is
Ki(va) = {o|(Cilva, ) > 0) A (vp & {D, va}), va, 05 € S}, (2)

where S denotes a vehicle set.

Definition 3. The vehicle node leading degree L,(v) of vehicle v at ¢ is

Li(v) = v lt(vvx) + (v, ), (3)

where [;(v,x) and [;(v, y) represent the leading degree in the direction of z and y of
coordinate axes, respectively, i.e.,

ZvjEGg(v) h’t (Uja 0) 9
Gi(v)] ’

li(v,0) = (hi(v,0) + asi(v,0) —

(4)
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where [;(v, 0) represents the leading degree of vehicle v in direction o, hy(v,0) rep-
resents the coordinate of v in direction o at ¢, s,(v, 0) represents travel speed of v in
direction o, « represents a weight, G;(v) represents a vehicle group where node v is
located at ¢, and |G¢(v)| represents the corresponding number of vehicles.

Definition 4. Vehicle connectivity cost C‘t(vu) of vehicle v, within its communica-
tion range is
Ct(va) - Z wa,bct (Uaa Ub)a (5)
vp € Gi(va)
Wq,b € Ac
where A, is an adjacency matrix of connection weights and w, , represents connection
weight between v, and vy,.

3.2 Autonomous Vehicle States

To describe the formation process of autonomous vehicle groups, we define the fol-
lowing four autonomous vehicle states.

3.2.1 Leading State

An autonomous vehicle group only has one leading node. To ensure structural
stability of a vehicle group, a leading node has the highest leading degree within
a vehicle group, i.e.,

L; = argmax L;(v), (6)

veGH

where L£; represents a leading node in a vehicle group G at t.

3.2.2 Common State

Except for a leading node, the remaining group members are in a common state in
a vehicle group. If a vehicle group loses a leading node, a common node changes
into a new leading node through competition, a vehicle v is in common state if

(v € G) A (3o = (Li(v) < Li(9))). (7)

3.2.3 Initialize State

Initialize state is an initial state of an autonomous vehicle. If an autonomous vehicle
is in an initialize state, it needs to collect neighbor vehicle information. A vehicle v
is in initialize state if

(VG = v ¢ G) A (Li(0) =0). (8)
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3.2.4 Outlier State

An autonomous vehicle in an outlier state if it does not belong to a vehicle group
and all vehicle group members near it refuse to join, i.e.,

(VG = v ¢ G)A(L(v) > 0). (9)
3.3 Performance Metrics

To evaluate the performance of autonomous vehicle groups, we introduce the follow-
ing three metrics.

3.3.1 Aggregation Degree

The aggregation degree a(v;) measures the cohesion and separation of vehicle group
division results. It includes

k(vi) —m(v;)
k(v;) +m(v;)’

d Vi, Vg
K(v) = me() (11)

a(v;) = (10)

ZUVLGS Evj ES\G(W) d(vi’ U])

) = Gl

; (12)

where k(v;) denotes similarity within a vehicle group, which is the average distance
from vehicle v; to vehicle v; in a vehicle group, r(v;) represents the difference degree
outside a vehicle group, which is the average distance between v; and v; with the
same destination outside a vehicle group, J(vi, v;) represents the distance between
v; and v; with the same destination, |é | denotes the number of vehicle groups.

From the definition of aggregation degree, larger aggregation degree indicates
higher closeness of a vehicle group.

3.3.2 Algorithm Running Time

The running time of an algorithm starts from the time of all autonomous vehicles
in an initial state to the time of all vehicles in an orderly state, i.e.,

T= Z T (Gi) - 7 (Gi), (13)

GiEé

where G represents a vehicle group set, 7*(G;) denotes the time at which vehicle
group G is stabilized, and T (G;) denotes the time at which vehicle group G is in
an initial state.
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3.3.3 Leading Node Change Ratio

The leading node change ratio I represents the ratio of leading node change count
with respect to the number of vehicle group members, i.e.,

_ 1(G)

[=27
|Gl

(14)
where I;(G) represents the number of leading node changes in vehicle group G at ¢.

3.4 Autonomous Vehicle Group Model

An autonomous vehicle group is a hierarchical multi-role structure. Hence, its model
is

M: (S’ B?WG7 £7 V7 O’ F)’ (15)
where G = {G; = (EI,XZ) | i = 1,2,3,...,n} represents a vehicle group set, L
denotes a leading node set, V' denotes a common node set, O is an outlier node set,
F={f;1i=1,...,k} is a function set for vehicle group node actions. Our vehicle
group model has the following four actions.

3.4.1 Initialization f;

All vehicle nodes are initialized into common nodes V = {v; | Yo; € S}. Then
a leading node is selected by traversing V. The following two steps are executed
iteratively.

1. Selecting a node v; € V and adding it to leading node set L= v; U Z; and

2. Updating vehicle group G; containing leading node v; by G; = (v;, {v; | (D(v;) =
D(v;)) A (A(vi,w) = 1),Yu; € V}) and updating a common node set by V =
V\G(v;), where D(v) indicates v’s destination.

Repeating the above process until Vis empty.

3.4.2 Joining f,

If there exists v; € 57 v; joins a suitable vehicle group G; within its communication
range. Updating G,'s information V; = v; U Vi and O = 6\1)j. A leading node
decides whether a joining request is passed through a decision function, which takes
the vehicle group size, connectivity cost, and connectivity strength into account, i.e.,

mC + n|G|

decision(AH, AV, |G|, C) = |~ (VATAV )

where AH and AV represent the position difference and velocity difference, respec-
tively, n is an adjustment parameter, and |G| denotes the number of vehicles in
vehicle group G.
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A leading node permits a joining request if its decision function value is less
than threshold o.

3.4.3 Leaving f3

Vehicle group members sense neighboring vehicles by periodically receiving data
packets broadcasted from them. All vehicles maintain an adjacency information
table and decide whether adjacent vehicles leave a vehicle group by receiving data
within a given amount of time ¢*. If v; does not send data to its neighboring vehicles
within ¢*, neighboring nodes send a message packet to leading node v; to report that
a vehicle has left. A leading node updates G;’s information G; = (v;, Vi\v;).

3.4.4 Leading Node Selection and Replacement f;

A leading node is at the front of a vehicle group. The node with the highest leading
degree value is selected as a new leading node through a broadcast mechanism when
a leading node updates its leading degree value. If their destination is different,
different vehicle groups are formed, and the vehicles with different destinations are
automatically selected as leading nodes. Therefore, if £; is empty, then G selects
a new leading node v; = argmax L (v) and then removes it from V;. The vehicle
veV;
group is represented as G; = (v;, V;\v;).

4 COOPERATIVE MODEL FOR AUTONOMOUS VEHICLE GROUPS

In this section, we first propose a dynamic evolution method. Then, we formu-
late CMAVG. Finally, we present a multi-objective optimization method to solve
CMAVG.

4.1 Autonomous Vehicle Representation

To describe mobility attributes of autonomous vehicle groups, we give autonomous
vehicle representation Fy, i.e.,

Et = {Gt7‘/;7Dt7I_)t7Ot}7 (16)

where G; is an autonomous vehicle group, V; is vehicle velocity, D; is vehicle driv-
ing direction within the range of 0° and 360°, P, = (z4,y:) is a two-dimensional
coordinate vector, and O; = (0, 0,) is vehicle destination.

The vehicle similarity S(v,(t), vp(t)) between autonomous vehicles v, and v, is

Ei(ve) — Ex(vp)ll2, if k < || Et(va) — Ex(wp)||2,
S(oa(t), 0(®)) = [ Et(va) — Ee(wy)]| 1 E¢(va) — Ee(ws)| a7

0, otherwise,

where k is a threshold to judge whether a vehicle group is cooperating.



A Cooperative Model for Autonomous Vehicle Groups in a Closing Scene 943

4.2 CMAVG

CMAVG considers two parts: intra-group and inter-group. We exploit the relevant
knowledge of autonomous vehicle group evolution algorithms based on finite state
machine theory. Each vehicle group can be regarded as a sub-model of a cooperative
model and each sub-model has a merge algorithm to fuse other sub-models into
a cooperation model. Each sub-model is composed of four tuples, i.e.,

S=(2.U.5Q,F), (18)

where Z is a state set, U is an input set, § is a mapping from U to Z, Q is a non-
empty initial state, and F is a terminal state set.

The state transition of a cooperation model within a vehicle group is shown in
Figure 2] Next, we introduce the definition of each state:

several vehicle group member leaving
<&

@«

8 s
= =
=3 o
5 o

o3 =
E g
=
4 =

merging process .
ging p! leaving process Y
-
@ > O

© Cooperation Status @ Merge Status © Reduced Status

. Growth Status . Split Status ‘ Initial State

Figure 2. State transition of a vehicle group

4.2.1 Initial Status Z;

In an initial state, a vehicle group can maintain status and move stably and its
members and leading nodes remain unchanged, i.e.,

Sa(t,t+1) < 0.5, (19)

where S¢ calculates the similarity of vehicle group G from ¢ to ¢ + 1.
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4.2.2 Growth Status 2,

In a growth status, existing vehicles request to join a vehicle group G through
a vehicle group evolution algorithm, i.e.,

Dg(t,t+1) >0, (20)
where ZNDG calculates the difference of vehicle group member count from ¢ to ¢ + 1.

4.2.3 Reduced Status Z;

In a reduced status, existing vehicles may lose contact with a vehicle group due to
emergency events. Hence, its size is reduced, i.e.,

Dg(t,t+1) <0. (21)
4.2.4 Split Status 2,

A vehicle group is in a split status when some vehicle group members lose commu-
nications with others because of an intersection or traffic lights, i.e.,

Dg(t,t+1) <0, (22)

Ne(t,t+1) > 1, (23)
where Ng calculates the change of the number of vehicle groups.

4.2.5 Merge Status Z;

Different from a split status, a merge state denotes that two vehicle groups are
merged into a new vehicle group when they are close to each other, i.e.,

D¢(t,t + lalign > 0, (24)

Neg(t,t+1) < 1. (25)
4.2.6 Cooperation Status Zg

Cooperation status indicates that the typology of a vehicle group remains unchanged
within a period, i.e.,

T = Z M (v, vp), (26)
Va,0pEG

Set,t+1) =1, (27)

where T calculates the connectivity cost between v, and v, in G.
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When the average value of S between two moments is greater than 0.5, it means
that a vehicle group is cooperative.

4.3 Multi-Objective Optimization for CMAVG

4.3.1 Objective Function

Our cooperative model can be divided into two parts: A model within a vehi-
cle group and a model among vehicle groups. The former is expressed as S; =
(Z:,U;, 6;, Qi F), and the latter is expressed as:

S=wS1+wSo+ -+ WnSna (28)

where w; represents a weight of vehicle groups in a cooperative model.
CMAVG’s goal is stability, real-time interactivity, and evolution of a vehicle
group, i.e.,

F(G) = Z Pijs (29)

vi,v; €G

Fy(G) = max (d(v“vl)) , v €QG, (30)

€

F3(G) =Y Talt,t+1), (31)

v, €G
where v; and v; are two vehicle group members in G, p; ; represents the edge weight

between v; and v;, v; is a leading node, € is message propagation rate, and I'¢(¢,t+1)
is the number of vehicle group’s evolutions from ¢ to ¢ + 1.

4.3.2 Constraint Condition
For a cooperative model S, its parameter constraints are
0<w; <I)A(1<i<N). (32)
The second constraint is the limit of vehicle group size, i.e.,
0< N <N, (33)
The connectivity between common nodes and a leading node in a vehicle group

0 < FR(G) <N (34)
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4.3.3 Optimal Solution
According to an objective function and constraint conditions, CMAVG is
F(Gy) = min[-F1(Gy), F2(Gy), F3(GW)], (35)
0<w; <1,1<i<N,
s.t. 0< N <9, (36)
0 < F(Gy) <N.

Considering that our cooperative model is composed of three objectives, we
improve a simulated annealing algorithm to solve it. As shown in Algorithm [I], it
inputs initial coefficient T, terminal coefficient T}, judge coefficient €, learning
rate r, initial solution z, and vehicle counts N. First, it initializes coefficient T,
iteration steps s, and solution z; at step s (lines 2-4). Then, it randomly selects
some vehicles to update solution z; based on ¢, (lines 5-11). Next, it calculates the
difference value of our cooperation model with solutions x, and x,_; and selects this
solution if the difference value is greater than zero or with a probability (lines 12-21).
Finally, it updates the coefficient T (line 22).

According to [26], initial coefficient determines the search width of Algorithm [I]
Larger initial coefficient indicates longer convergence time. The terminal coefficient
determines the search depth of Algorithm [l Smaller terminal coefficient indicates
higher computational complexity. The judge coefficient determines the acceptability
of new solutions. Higher judge coefficient indicates higher acceptability of new
solutions. The initial solution indicates the first solution of Algorithm [I Higher
similarity between an initial solution and an optimal one indicates lower convergence
time, but the optimal solutions is difficult to calculate. Hence, we set the initial
coefficient to 100, terminal coefficient to 0.01, judge coefficient to 0.99, and initial
solution to {0,0,...,0}.

Theorem 1. The time complexity of Algorithm 1 is
Or = log,(Ty — T) * N, (37)

where r is learning rate, Ty and 7Tj are terminal coefficient and initial coefficient,
respectively, and N is vehicle counts.

Proof. Algorithm [I] consists of two subprocesses, i.e., decrease of coefficient Ty and
solution zs construction. In each coefficient decrease process, coefficient T' decreases
into T" x r, hence, the time complexity of decrease of coefficient T is

O} = log, (T} — Ty). (38)
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Algorithm 1 Multi-objective optimization method for CMAVG
1: Input: F(G,), initial coefficient Tj, terminal coefficient T, judge coefficient €,
learning rate r, initial solution x = {0, 0,0, ...}, and vehicle counts N.

2: jvzjjo7
3: s =0;
4: Ty =T,

5. while T" > T do

6 s=s+1;

7. fori < N do

8 if (random(0,1) < €,) A (25[i] = 0) then
9 xslt] = 1;

10: end if

11:  end for

12:  Caleulating AF(Gy) = F,,(Gy) — Fa,_(Gy);
13:  if AF(G;) > 0 then

14: continue;

15:  else

16: if exp(AF(G;)) > random(0,1) then
17: continue;

18: else

19: Ts = Ts—1;

20: end if

21:  end if

22 T =T xr;

23: end while

24: Output: CMAVG’s solution z;

In each coefficient decrease process, Algorithm 1 construction solution z by
randomly selecting candidate group members. Hence, its time complexity is

O? = N. (39)

Hence, the time complexity of Algorithm 1 is
O; = O} x O} =log, (T — Ty) * N. (40)
U

5 EXPERIMENT AND EVALUATION
5.1 Simulation Setting

In this section, we introduce simulation scenes, benchmark methods, and evaluation
metrics in detail.
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5.1.1 Simulation Scenes

In simulations, we construct a simulated closing scene and a real one by using
Simulation of Urban MObility (SUMO) [27] and Open Street Map (OSM) [28],
respectively. Their details are as follows:

1. A simulated closing scene: As shown in Figure 3 we use SUMO to construct
a 10km x 5km closing scene without disturbances. There are 50 roads and
300 crossroads. FEach crossroad has a traffic light. The detailed simulation
parameters are shown in Table [T}

Figure 3. A simulated closing scene

Parameters Values
Section size 10 km x5 km
Experiment time 20 minutes
Number of roads 50

Number of crossroads 300

Traffic light yes

Traffic light time (red, yellow, green) 40s, 3s, 100s
Vehicle counts 600
Communication range 150 m

Data packet size 32 Byte
Data receiving frequency 100 Hz

Table 1. Simulation parameters in a simulated closing scene

2. A real closing scene: We use OSM to construct a 6.5km x 5.8km real closing
scene without disturbances. Its road typology is shown in Figure [] which has

2357 roads and 259 crossroads. The detailed simulation parameters are shown
in Table 2
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Figure 4. A real closing scene

5.1.2 Benchmark Methods and Evaluation Metrics

To verify the performance of our AVGM, we compare it with the performance of
SOC [29] and AVGC [30]. We select SOC because it is one of the most famous
clustering method for VANET that has been proposed in recent years and it demon-

Parameters Values
Section size 6.5km x 5.8 km
Experiment time 20 minutes
Number of roads 2357
Number of crossroads 259

Traffic light yes

Traffic light time (red, yellow, green) 40s, 3s, 100s
Vehicle counts 600
Communication range 150 m

Data packet size 32 Byte
Data receiving frequency 100 Hz

Table 2. Simulation parameters for a real closing scene
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strates better performance than a vehicle oriented clustering method [31]. We select
AVGC because it is the latest autonomous vehicle group formation method that is
published in a high impact factor journal. We use the following three metrics to
measure the performance of AVGM, SOC, and AVGC:

1. Aggregation degree: It measures the closeness degree of a vehicle group. Higher
aggregation degree indicates higher closeness among group members;

2. Running time: It measures the time duration of a vehicle group from an ini-
tial state to a stable one. Smaller running time indicates higher convergence
efficiency; and

3. Leading node change rate: It measures the frequency at which a leading node
within a vehicle group changes. Smaller leading node change rate indicates
higher stability of a leading node.

To verify the effectiveness of the proposed CMAVG, we compare its perfor-
mance with that of AVGC [30], Tracking Evolving Communities for Internet of
vehicles (TEC) [27], and Passive Clustering-based Techniques (PCT) for Internet
of vehicles [32]. We select AVGC because it is the latest autonomous vehicle group
cooperation method published in a high impact factor journal. We select TEC and
PCT because they are two typical cooperation methods for complex communities.
In addition to aggregation degree and leading node change rate, we use vehicle group
survival time to measure the performance of AVGM, SOC, and AVGC:

Vehicle group survival time: It measures the duration of a vehicle group from
formation to disappearing. Higher vehicle group survival time indicates higher sta-
bility of a vehicle group.

5.2 Simulation Results in a Simulated Scene

5.2.1 Performance of Vehicle Group Model in a Simulated Closing Scene

The relationship between aggregation degree and vehicle speed of AVGM, SOC, and
AVGC with different a values is shown in Figures , , . The aggregation
degree of AVGM is higher than that of SOC and AVGC at different vehicle speed
and « values, which verifies the effectiveness of our method. The aggregation degree
decreases as vehicle speed increases for a fixed o because the vehicle speed difference
among vehicle group members increases with their speed. The aggregation degree
decreases as « increases because the number of vehicle group members increases
with «, resulting in the increase of mobility difference among vehicle group members.

The relationship between running time and vehicle speed of AVGM, SOC, and
AVGC with different o values is shown in Figures , , AVGM'’s running
time is shorter than SOC’s and AVGC'’s, which verify the convergence of our method.
The running time slightly increases with vehicle speed for a fixed a because the
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vehicle density decreases as vehicle speed increases and vehicle group formation
methods need a longer time to convergence.

The relationship between leading node change rate and vehicle speed of AVGM,
SOC, and AVGC with different « values is shown in Figures , . AVGM’s
leading node change rate is lower than SOC’s and AVGC’s because the mobility
difference among group members increases with their speed, which results in fre-
quent changing of leading nodes and association relationship among group members.
AVGM’s leading node change rate increases with « because the vehicle group size
increases with a;, which leads to the increase of mobility difference between a leading
node and its following nodes.

From Figure [}, AVGM’s aggregation degree is higher than SOC’s and AVGC’s
and its running time and leading node change rate is lower than SOC’s and AVGC’s
at different vehicle speed and « values, which verifies AVGM’s effectiveness in a sim-
ulated closing scene.

5.2.2 Performance of Cooperative Model in a Simulated Closing Scene

As shown in Figures , 6D) , we show the aggregation degree of four

cooperation methods for a small time scale and the entire simulated process, respec-
tively. CMAVG shows the best performance for a small time scale and the entire
simulated process. The aggregation degree of CMAVG, AVGC, TEC, and PCT in-
creases with time and is stable after 0.5 s. Compared Figure with Figure ,
we observe that the aggregation degree of AVGC, TEC, and PCT increases after
multi-objective optimization is used. This is because our multi-objective optimiza-
tion method optimizes vehicle group structures.

As shown in Figures , @, we show the changing process of leading node
change rate of CMAVG, AVGC, TEC, and PCT. Each point represents the average
existence time of a vehicle group within 10 minutes. Experimental results show that
CMAVG obtains the best performance and the leading node changing rate of AVGC,
TEC, and PCT decrease after optimizing a cooperative model.

As shown in Figures we show the changing process of vehicle group
survival time of CMAVG, AVGC, TEC, and PCT. CMAVG's vehicle group survival
time is longer than AVGC’s, TEC’s, and PCT’s. After using a multi-objective opti-
mization method, AVGC’s vehicle group survival time is increased by 2.5s, TEC’s
vehicle group survival time is increased by 3s, and PCT’s vehicle group survival time
is increased by 5s, which verifies the effectiveness of our multi-objective optimization
method.

5.3 Simulation Results in a Real Closing Scene

5.3.1 Performance of Vehicle Group Model in a Real Closing Scene

The relationship between aggregation degree and vehicle speed of AVGM, SOC, and
AVGC with different « values is shown in Figure[7] The aggregation degree decreases
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Figure 5. Simulation results of vehicle group models in a simulated closing scene.
a)—c) compare the effect of changing speed on aggregation degree with different « values;
d)—f) compare the running time of each algorithm with different a values, and g)—i) com-
pare the effect of changing speed on the leading node change ratio with different o values.

as vehicle speed or « increases. This is because the mobility difference increases with
them. AVGM'’s aggregation degree is higher than SOC’s and AVGC'’s at different
vehicle speed and a values, which verifies the effectiveness of our method.

The running time of AVGM, SOC, and AVGC at different experiments is shown
in Figure [§l Experimental results show that AVGM’s running time is shorter than
SOC’s and AVGC’s. The running time of three methods increases with « values.
This is because the vehicle group size increases with « values, which increases the
time complexity of cooperation methods.

The relationship between leading node change rate and vehicle speed of AVGM,
SOC, and AVGC with different « values is shown in Figure AVGM’s leading
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Figure 6. Simulation results of cooperative model in a simulated closing scene. a)—d) show
the changing process of aggregation degree for a small time scale; ¢)-d) show the changing
process of aggregation degree in the entire simulated process; e)-f) show the changing
process of leading node change ratio; and g)-h) show the changing process of vehicle
group survival time.

node change rate is lower than SOC’s and AVGC’s, which verifies the effectiveness
of our method. The leading node change rate of three methods increases with
vehicle speed because the speed difference between a leading node and vehicle group
members increases with vehicle speed.

5.3.2 Performance of Cooperative Model in a Real Closing Scene

As shown in Figure [I0, we show the aggregation degree of CMAVG, AVGC, TEC,
and PCT in the first 0.5s and the entire simulated process. CMAVG’s aggregation
degree is higher than AVGC’s, TEC’s, and PCT’s, which verifies the effectiveness of
our method. After using a multi-objective optimization method, AVGC’s aggrega-
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Figure 8. The running time of AVGM, SOC, and AVGC with different a values.

tion degree is improved by 5 %, which verifies the effectiveness of our multi-objective
optimization method.

As shown in Figure [T} we show the leading node changing rate of CMAVG,
AVGC, TEC, and PCT. CMAVG’s leading node changing rate is lower than AVGC’s,
TEC’s, and PCT’s. This is because CMAVG considers association relationship
among vehicle group members.

As shown in Figure [[2] we show the vehicle group survival time of CMAVG,
TEC, PCT, and AVGC with a period of 20 minutes. CMAVG outperforms the
other three methods, which verifies the effectiveness of our method.
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Figure 10. The aggregation degree of four cooperation methods

6 CONCLUSION

In this work, we construct an autonomous vehicle group model based on aggregation
degree, formulate four events for autonomous vehicle groups, propose a cooperative
model based on a state transition, and optimize a simulated annealing algorithm to
solve the proposed cooperative model. Simulation results show that our formation
method and cooperative method of autonomous vehicle groups outperform the ex-
isting five methods. Although our method shows good performance in vehicle group
formation and cooperative behavior, we do not study applications of our models,
which are areas of our future work. In addition, we will study wireless communica-
tion security and privacy protection of vehicle group members in future work.
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