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Abstract. This paper addresses the problem of recovering 3D human pose from
single 2D images using Sparse Representation. While recent Sparse Representa-
tion (SR) based 3D human pose estimation methods have attained promising re-
sults estimating human poses from single images, their performance depends on the
availability of large labeled datasets. However, in many real world applications,
accessing to sufficient labeled data may be expensive and/or time consuming, but
it is relatively easy to acquire a large amount of unlabeled data. Moreover, all
SR based 3D pose estimation methods only consider the information of the input
feature space and they cannot utilize the information of the pose space. In this
paper, we propose a new framework based on sparse representation for 3D human
pose estimation which uses both the labeled and unlabeled data. Furthermore,
the proposed method can exploit the information of the pose space to improve the
pose estimation accuracy. Experimental results show that the performance of the
proposed method is significantly better than the state of the art 3D human pose
estimation methods.

Keywords: Sparse representation, dictionary learning, 3D human pose estimation,
local linear embedding

1 INTRODUCTION

Estimation of 3D human poses from single images has greatly affected many com-
puter vision applications, including visual surveillance, activity recognition, gesture
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recognition, motion capture, video indexing and retrieval, human-computer interac-
tion, to name a few [10, 5, 7, 31].

3D human pose estimation aims to infer a human pose, represented by joint
positions or angles, from input images or videos [12, 9, 14, 23]. Previous methods
commonly tackled this problem as a regression or a manifold learning task in which
features are embedded to a parametrised 3D pose space.

Despite the merits of the existing pose estimation methods, this problem has
remained as a very dificult and still unsolved problem for various reasons.

First, recovering 3D human poses directly from 2D images is inherently ambigu-
ous due to loss of depth information.

Second, the visual appearance and the shape of the humans change greatly
in images because of factors such as viewpoints, lighting conditions, clothing, and
poses.

Because of these challenges, there was a considerable previous work done on this
problem [5] that we will discuss in the next section.

2 RELATED WORK

In general, the approaches in this area can be divided into two classes: generative
approaches (model based) and discriminative approaches (learning based).

Generative approaches employ a known parametric body model based on prior
knowledge and estimate the human pose by inverting the kinematics or by solv-
ing an optimization problem [10, 7, 15]. These approaches estimate body config-
uration by searching high dimensional spaces (body configuration and geometric
transformation) which is typically formulated deterministically as a nonlinear opti-
mization problem, e.g. [10], or probabilistically as a maximum likelihood problem,
e.g. [7].

Although the generative methods are flexible representing large classes of poses
and useful for training and hypothesis verification, these computationally expensive
methods need good initialization and proper models. Furthermore, the methods of
this category can only find sub-optimal solutions due to the fact that their objective
functions are not usually convex.

Discriminative approaches [8, 12, 14, 19, 21, 16, 24] have attempted to directly
learn a mapping from 2D images to 3D poses which is in contrast with generative
methods that search the pose space for configurations with good image alignment.

The mapping is often approximated using regression models [12]. Such ap-
proaches have great potentials in solving the fundamental initialization problem for
generative approaches.

Although such methods are faster and more flexible than the generative meth-
ods, one major weakness of these methods is that the capability of inferring poses
with good precision depends on the amount of training data. Unfortunately, the
acquisition of a sufficiently representative training set may not be possible. More
precisely, the construction of labeled human pose datasets (images of humans and



1340 A. Andalib, S.M. Babamir, A. Faraji

their 3D poses) is inherently difficult due to the fact that no existing system can
provide accurate 3D ground truth for humans in real-world, non-instrumented
scenes.

Recently, some researchers have utilized the Sparse Representation (SR) frame-
work for estimating the human poses from monocular images [22, 20, 25, 30, 26].

Huang et al. [22] proposed a SR based method which is capable of dealing with
occlusion in which each test data point is expressed as a compact linear combination
of the training visual inputs, and the pose of the test sample can be recovered by
the same linear combination of the training poses.

Ji et al. [25] introduced a robust dual dictionaries learning (DDL) approach
which can handle corrupted input images. An efficient algorithm is also provided to
solve DDL optimization model.

Zolfaghari et al. [30] proposed a coupled sparse dictionary learning method which
learns the sparse representation of a new input using both the feature and pose space
information and then estimates the corresponding 3D pose by a linear combination
of the bases of a learned dictionary using the input data.

Despite the merits of SR based algorithms, these methods have two big disad-
vantages:

1. None of these methods can use the information of the pose training data. Pre-
cisely speaking, all of the SR based methods learn the dictionary and the sparse
codes without considering the fact that the dictionary should be learned so that
the samples which have similar poses, should have similar sparse codes.

2. The performance of these methods is highly dependent on the number of the
labeled training data points. Unfortunately, in many pose estimation problems,
accessibility to a large set of labeled data may not be possible due to the fact that
labeling data is expensive and time consuming. On the other hand, unlabeled
data points are easily available in abundance what motivated us to develop
a semi-supervised learning method which utilizes a large amount of unlabeled
data, along with a limited number of labeled data, to build better models for
pose estimation tasks.

To address the aforementioned problems, this paper presents a semi-supervised
sparse representation based 3D human pose estimation which takes into account
the local structure of the pose data points. Precisely speaking, using Local Fisher
Discriminant Analysis (LFDA) algorithm [18], we utilize the locality structure of
the samples in the output (pose) space, by which the dictionary is learned such that
the sparse codes of the input data points which their poses are near each other in
the output space, have similar sparse codes. Moreover, we exploit the Local Linear
Embedding (LLE) algorithm [1] to preserve the global structure of both the labeled
and unlabeled data.

The remainder of this paper is organized as follows: In Sections 3, 4, and 5 we
briefly describe the sparse representation framework, LFDA and LLE algorithms. In
Section 6, we introduce the proposed method in detail. We describe the experimental
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results in Section 7. Finally, the conclusion and the future work are discussed in
Section 8.

3 SPARSE REPRESENTATION

In recent years, sparse representation has attracted much attention to itself from
the signal processing community [3, 11, 27, 28]. This attention is due to the fact
that many natural signals are sparse in their nature and can be fairly approximated
by their sparse codes.

This reconstruction is obtained by a linear combination of some atoms (bases).
We refer to the collection of these atoms as a dictionary. A dictionary is defined
as a set of vectors capable of providing a highly succinct representation for a set
of representative signal vectors. We denote a dictionary by D = [d1, d2, . . . , dK ] ∈
RM×K , where di denotes the ith atom with dimension M .

Suppose that we want to find some atoms of the dictionary D, such that the
reconstructed signal X̂ is as close as possible to the original signal X, and the
combination coefficients α are as sparse as possible. The formulation of this problem
can be expressed as

α̂ = argmin
α
‖α‖0 s.t. ‖X̂ −X‖22 ≤ T (1)

where X̂ = Dα, T denotes a predefined threshold, and ‖.‖0 denotes l0 norm which
is defined as

‖x‖0 = #{j s.t. xj 6= 0} = lim
q→0

(
M∑
j=1

|xj|q
)
. (2)

Unfortunately, due to the NP-hard nature of the above problem, α̂ cannot be com-
puted efficiently, but it has been shown that l1 norm also creates sparse solutions [2].
Thus, the Equation (1) can be reformulated as

α̂ = argmin
α
‖X −Dα‖22 + λ‖α‖1. (3)

In Equation (3), λ is a regularization parameter which controls the tradeoff between
sparseness and reconstruction error. Using l1 norm rather than l0 norm has two
advantages.

First, if the solution of the problem at hand is sparse enough, l1 norm has the
same result as l0 norm. Second, a l0 norm problem has a high time complexity and
cannot be solved in a reasonable amount of time. On the other hand, l1 norm of this
representation converts the non-convex problem to a convex one. If the dictionary is
not a pre-defined one, we have to find both the sparse codes and a proper dictionary,
thus the general form of the optimization problem changes to

[α̂, D̂] = argmin
α,D

‖X −Dα‖22 + λ‖α‖1. (4)
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Unfortunately, the objective function of Equation (4) is not convex respect to α
and D simultaneously. However, by fixing one parameter, α or D, and minimizing
the other one, the problem can be treated as a convex problem. Methods such as
K-means Singular Value Decomposition (K-SVD) [4] and the Method of Optimized
Directions (MOD) [11] can be used to solve the above problem efficiently.

In these methods, the sparse codes and the dictionary are updated in two phases.
One phase is when the sparse codes are being updated explicitly when the dictionary
is fixed. This task can be done by using methods such as greedy orthogonal matching
pursuit [3] if we want to use l0 norm as measure of sparseness, or by basis pursuit [2]
if we want to use l1 norm.

Another phase is when the atoms of the dictionary are getting updated. In
MOD, the sparse codes are fixed and all atoms of dictionary are updated using
least square criteria, whereas in K-SVD, not only the atoms of the dictionary are
updated, but also the nonzero coefficients of the sparse code are updated in the
same time.

4 LOCAL FISHER DISCRIMINANT ANALYSIS

Local Fisher Discriminant Analysis (LFDA) algorithm was originally proposed for
supervised dimension reduction problem that effectively combines the ideas of Fisher
Discriminant Analysis (FDA) and locality preserving projection (LPP) [18]. In
LFDA method, the local between-class scatter matrix SlB and the local within-class
scatter matrix SlW are defined as: [18]

S(LB) =
1

2

N∑
i,j=1

W
(lb)
i,j (xi − xj)(xi − xj)T ,

S(LW ) =
1

2

N∑
i,j=1

W
(lw)
i,j (xi − xj)(xi − xj)T

where {xi}Ni=1 are input samples, and W
(lb)
i,j , W

(lw)
i,j are the N×N matrices which are

defined based on the class label of the input signals [18]. Then, the LFDA method
for supervised dimension reduction can be formulated as

T̂ = argmax
T

tr
(
T TS(LB)T (T TS(LW )T )−1

)
(5)

where T is the transformation matrix such that nearby data pairs in the same class
are made close and the data pairs in different classes are separated from each other.

5 LOCAL LINEAR EMBEDDING

Local Linear Embedding [1] is one of the algorithms that tries to preserve the topo-
logical structure of the data by retaining locally linear relationships between close
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Figure 1. The cartoon representation of LLE model

data points in the transformed space (the transformed space in this paper is the
sparse feature space).

This method assumes that the data is linear in each neighborhood, which means
that any data point p can be approximated by a weighted average of its neigh-
bors.

Given a set of data points, this method constructs a k-nearest neighbor graph
which models the relations between nearby data points. The algorithm finds the
weights that minimize the cost of representing a point by its neighbors under the
l2-norm. The optimal weight matrix S∗ = [s∗ij] providing minimal error for the linear
reconstruction of data points from their neighbors is obtained according to (Figure 1
shows the cartoon representation of this model):
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S∗ = argmin
S=[sij ]

n∑
i=1

‖xi −
∑

xj∈Nk(xi)

sijxj‖2,

s.t. ∀i,
∑

xj∈Nk(xi)

sij = 1, (6)

where Nk(xi) shows the set of k nearest neighbors of xi. This problem can be solved
as a constrained least-squares problem [1].

6 PROPOSED METHOD

In this section, we present our semi-supervised framework for 3D human pose esti-
mation which takes into account both the labeled and unlabeled data. Here, the goal
is to learn the dictionary so that the sparse codes of the similar poses are similar,
and to preserve the geometrical structure of all data.

6.1 Problem Formulation

Let XL = [x1, . . . ,xNl
] ∈ RMx×Nl , and YL = [y1, . . . ,yNl

] ∈ RMy×Nl be the labeled
training set of Nl visual input features and their corresponding pose features, respec-
tively, and XU = [xNl+1, . . . ,xN ] ∈ RMx×Nu be the set of unlabeled data available
for learning the dictionary, where Nu = N −Nl and N are the number of unlabeled
and total samples, respectively.

Let D = [d1, . . . , dK ] ∈ RMx×K be the input dictionary with K atoms, and
A = [AL, AU ]K×N be the matrix of the sparse codes, where AL = [α1, . . . , αl]K×Nl

and AU = [αNl+1, . . . , αN ]K×Nu show the matrices of the sparse codes of the labeled
and unlabeled input features, respectively.

Now, we propose the following optimization problem for learning the dictio-
nary (D) and the sparse codes (A) based on both the labeled and the unlabeled
data. [

Â, D̂
]

= argmin
D,A

‖XL −DAL‖22 + ‖XU −DAU‖22

+ λ1

N∑
i=1

‖αi‖1 + λ2F1(AL) + λ3F2(AL, AU) (7)

where, ‖.‖22 denotes the reconstruction error term, ‖.‖1 denotes the sparsity con-
straint, λ1, λ2, λ3 denote the regularization parameters, F1(AL) denotes the discrim-
inative term, and F2(AL, AU) denotes the topological structure preserving term. In
the following, we discuss the design of F1 and F2 based on LFDA and LLE algo-
rithms.
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6.2 Discriminative Term F1(AL)

In order to enhance the discriminativeness (by discriminativeness we mean that the
sparse codes of the similar poses should be similar) of the dictionary based on the
information of the pose features, we modify the LFDA algorithm by modifying the

construction of the matrices W
(lb)
i,j , W

(lw)
i,j as

W
(lb)
i,j =

{
Pi,j(1/Nl − 1/k) if yj ∈ Nk(yi),

1/Nl othervise,
(8)

W
(lw)
i,j =

{
Pi,j/k if yj ∈ Nk(yi),

0 otherwise,
(9)

where Nk(yi) denotes the set of posed features which belong to the k nearest neigh-
bors of the pose feature yi (a heuristic choice of k = 5 was shown to be useful
through experiments), and Pi,j shows the affinity value between input samples xi
and xj which is defined as

Pi,j = exp

(
−‖yi − yj‖

2

γiγj

)
(10)

where the parameter γi represents the local scaling around xi as

γi = ‖xi − xki ‖, (11)

and xki is the kth nearest neighbor of xi.
Now, we define the discriminative term as

F1(AL) := tr(ALL
LWATL)− tr(ALLLBATL) (12)

where tr denotes the trace operator, and LLW and LLB denote the graph Laplacian
matrices which are defined as

LLW = DLW −W (lw), LLB = DLB −W (lb) (13)

where DLW and DLB are diagonal Nl ×Nl matrices with

DLW
i,i =

Nl∑
j=1

W
(lw)
i,j , DLB

i,i =

Nl∑
j=1

W
(lb)
i,j . (14)

The problem with the proposed discriminative term F1(AL) is that it is not convex.
In order to address this issue, we use the idea of [13], and add an elastic term ‖AL‖2F
into F1(AL), where ‖.‖F denotes the Frobenius norm (for more information about
why ‖AL‖2F can be used for convexification refere to [13]). So, F1(AL) is defined as

F1(AL) := tr(ALL
LWATL)− tr(ALLLBATL) + ‖AL‖2F . (15)
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6.3 Topological Structure Preserving Term F2(AL, AU)

In order to preserve the intrinsic topological structure of both labeled and unlabeled
data, we use the LLE algorithm which tries to preserve the geometrical structure of
the data based on the notion of affinity preserving. More precisely, using LLE, the
topological structure of the data is retained by maintaining locally linear relation-
ships between sparse codes of close data points. Hence, after finding the optimal
weight matrix S∗, we define the topological structure preserving term F2(AL, AU)
as

F2(AL, AU) :=
N∑
i=1

‖αi −
∑

xj∈Nk(xi)

s∗ijαj‖2

= tr
(
AEAT

)
(16)

where
E = (I − S∗)T (I − S∗) (17)

and I denotes the Identity matrix.

6.4 Proposed Model

By plugging Equations (16) and (15) into Equation (7), the proposed objective
function can be expressed as[

Â, D̂
]

= argmin
D,A

‖XL −DAL‖22 + ‖XU −DAU‖22

+ λ1

N∑
i=1

‖αi‖1 + λ3tr
(
AEAT

)
+ λ2‖AL‖2F

+ λ2
(
tr(ALL

LWATL)− tr(ALLLBATL)
)
,

s.t. ∀k = 1, . . . , K, ‖dk‖2 ≤ 1, (18)

where dk denotes the kth atom of the dictionary. Since the values of the atoms
of D can be arbitrary large, the values of the sparse codes can be relatively low.
Therefore, it is common to normalize the atoms of the dictionary such that each
column has ‖dk‖2 ≤ 1.

6.5 Optimization Procedure

In this section, we describe the optimization procedure for the proposed objective
function (Equation (18)). Solving Equation (18) is a challenging task due to the
fact that it is not jointly convex to (D,A). However, it is convex with respect to
each of D and A when the other is fixed. Hence, we resort to a coordinate descent
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method [17], in which unknown parameters are updated through an iterative process
which updates each parameter by fixing the other parameter in each step.

6.5.1 Updating Dictionary D with Fixed A:

Given A, the optimization problem for D can be formulated as

D̂ = argmin
D
‖XL −DAL‖22 + ‖XU −DAU‖22,

s.t. ∀k = 1, . . . , K, ‖dk‖2 ≤ 1. (19)

The above problem is an constrained quadratic programming (QP), for which D can
be computed efficiently using QP solvers.

6.5.2 Updating the Sparse Codes A with Fixed D:

We optimize each sparse code αi(i = 1, . . . , N) by fixing sparse codes αj(j 6= i) of
other signals. Hence, for each sparse code αi, if xi ∈ XL, we must solve

α̂i = argmin
αi

‖xi −Dαi‖22 + λ1‖αi‖1 + λ2‖αi‖22

+ 2λ2α
T
i

(
AL(LLWi − LLBi )

)
− λ2αTi αi

(
LLWi,i − LLBi,i

)
+ 2λ3α

T
i (AEi)− λ3αTi αi (Ei,i) , (20)

and if xi ∈ XU , we must solve

α̂i = argmin
αi

‖xi −Dαi‖22 + λ1‖αi‖1 + 2λ3α
T
i (AEi)

− αTi αi (Ei,i) (21)

where Ti is the ith column of the matrix T and Ti,i is the (i, i) element of T .

In this paper, we adopt the feature-sign search algorithm [6] to solve (20)
and (21). This algorithm proceeds in a series of feature-sign steps: in each step, it
first estimate the coefficient sign θi of the sparse code αi (for more information about
how this algorithm estimate θi for αi, refer to [6]), then, it computes αi by replacing
‖αi‖1 by θiαi and setting the derivative of the objective function of Equations (20)
and (21) with respect to αi equal to zero. Hence, the analytic solution of αi can be
obtained as

α̂i = (2DTD + 2λ2I − 2λ2
∑
j 6=i

(
LLWji − LLBji

)
αj

− 2λ3
∑
j 6=i

Ejiαj)
−1 (2DTxi − λ1θi

)
, (22)
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Algorithm 1 Semi-Supervised Sparse Representation

Require: XL, XU , YL, K, k, λ1, λ2, λ3.
Output: D,AL, AU .

Initilization step: A
(0)
L = 0;A

(0)
U = 0;D(0) = 0;

1: for t = 0, 1, 2, . . . until convergence do
2: for all i ∈ V do
3: Compute D(t+1) via Equation (19) using a QP solver.
4: for i = 1 to N do
5: if xi ∈ XL

compute α
(t+1)
i via Equation (22) using feature search sign algorithm.

else
compute α

(t+1)
i via Equation (23) using feature search sign algorithm.

end if
6: end for
7: end for
8: end for

if xi ∈ XL, and

α̂i =

(
2DTD − 2λ3

∑
j 6=i

Ejiαj

)−1 (
2DTxi − λ1θi

)
, (23)

if xi ∈ XU . The overall algorithm is summarized in Algorithm 1.

6.6 Pose Prediction

After computing the dictionaryD and the sparse codes A by solving the optimization
problem of the Equation (18), in order to determine the target pose yt of a given
test instance xt, we first compute the sparse code αt of that test instance as

α̂t = argmin
αt

‖xt −Dαt‖22 + λ‖αt‖1 (24)

where λ denotes the regularization parameter. Then, the target pose yt is estimated
as

ŷt =

∑Nl

l=1 γlyl
γ

, (25)

where

γl = ‖αt − αl‖22, l = 1, . . . , Nl, γ =

Nl∑
l=1

γl. (26)
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7 EXPERIMENTAL RESULTS

In this section, we explain the experimental results on realistic sequences of human
activities. We tested the performance of the proposed method with different types
of activities using motion captured poses from CMU Mocap data base1.

The CMU Mocap database consists of different activities such as “Acrobatic”,
“Navigate”, “Throw and catch football”, “Golf”, “Laugh”, “Boxing”, “Cartweel”,
“Michael Jackson styled motions”, “Swim”, “Run”, “Kick soccer ball”, “Traffic”,
and “Walk”.

Figure 2. Sample visual inputs of the Mocap dataset

In our simulations, we use activities in bvh format to generate silhouettes for the
realistic sequences. We also use the histograms of shape contexts [9] which encodes
the visual input (silhouette) into a 100 dimensional descriptor as our input feature.
Figure 2 shows some sample visual inputs of the Mocap dataset.

The human body pose is also encoded by 57 joint angles (three angles for each
joint). To evaluate the 3D body configuration estimation, we used mean (over all
pose dimensions) RMS error to compare the true and estimated body configuration,
in degrees [9]:

D(y,y′) =
1

57

57∑
i=1

|(yi − y′i) mod± 180◦|, (27)

where y = [y1, . . . , y57] and y′ = [y′1, . . . , y
′
57] are the true pose and the estimated

pose, respectively.

We capture 1 000 frames from each sequence and use 500, 600, and 700 of them
as training data (we use 100, 200, 300 of the training data as labeled data and the
rest as unlabeled data), and the rest as the test data.

In order to determine an appropriate number of dictionary atoms K and near-
est neighbors of the data samples k for LLE algorithm, the five-fold cross validation
approach is performed to find the best pair (K, k). The tested values for K are

1 http://mocap.cs.cmu.edu/

http://mocap.cs.cmu.edu/
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{64; 128; 196; 256} and for k are {3; 5; 7}. Since determining the values of the reg-
ularization parameters λ, λ1, λ2 and λ3 using the cross validation technique is time
consuming, we set them manually for all experiments as

λ = 0.005; λ1 = 0.005; λ2 = 0.005; λ3 = 0.05. (28)

For comparison purposes, we compare the performance of our method with that
of the relevance vector machine (RVM) [12] as a well known supervised regression
method, the twin Gaussian process (TGP) [16] as a state-of-the-art method, and
DDL [25] and SR [20] as two state-of-the-art sparse representation based 3D human
pose estimation methods.

The average estimation accuracies (over 10 runs) together with the standard
deviation for various activities are shown in Table 1 (in that table, “L-Tr. #” denotes
the number of labeled data, and “U-Tr. #” denotes the number of unlabeled data),
from which we can see that for all activities, the proposed method outperforms
the other methods. This is due to the fact that the proposed method exploits the
information of the pose space (the pose training data) as well as the information
of the unlabeled data, but other methods ignore the information of the unlabeled
data.

7.1 Sensitivity Analysis

To further analyse the impact of the unlabeled data on the pose estimation accuracy,
we evaluate the effect of the unlabeled data regularizer term λ3 (incorporating the
geometrical structure) in the proposed method.

More precisely, we want to determine how much the information of the unla-
beled training data could improve the pose estimation accuracy. To do so, in this
section, we develop an experiment, in which we evaluate whether the information of
unlabeled data for pose estimation is useful or not.

As it was mentioned before, the regularization parameter λ3 controls how much
the information of the unlabeled data is incorporated into the proposed model.
Hence, in Figure 3, we show the average estimation accuracy of the proposed method
considering the geometrical structure (the information available in the unlabeled
data), i.e. λ3 = 0.05, and ignoring it, i.e. λ3 = 0, for some activities. According to
this figure, using the geometrical structure (via the regularizer term λ3) significantly
improves results of the proposed method.

8 DISCUSSION AND FUTURE WORK

In this paper, we proposed a semi-supervised method for sparse representation based
3D human pose estimation that can utilize the information of both labeled and
unlabeled data.

Incorporating the unlabeled data into the proposed model is done using the
Local Linear Embedding algorithm. Furthermore, the proposed method used the
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Activity L-Tr. # U-Tr. # RVM TGP SR DDL PM

100 400 9.3 ± 1.1 9.9 ± 0.7 9.0 ± 0.6 10.0 ± 0.6 7.4 ± 0.4
Run 200 400 6.6 ± 0.9 7.8 ± 0.4 6.8 ± 0.4 7.2 ± 0.6 5.6 ± 0.3

300 400 5.7 ± 0.2 5.9 ± 0.3 5.8 ± 0.3 6.0 ± 0.3 4.3 ± 0.3

100 400 10.7 ± 1.6 10.0 ± 1.3 10.6 ± 0.9 11.1 ± 1.4 8.0 ± 0.6
Walk 200 400 7.6 ± 0.7 6.6 ± 0.9 6.7 ± 0.6 7.1 ± 0.8 5.0 ± 0.5

300 400 5.8 ± 0.7 5.7 ± 0.8 5.5 ± 0.5 5.9 ± 0.4 4.1 ± 0.4

100 400 17.2 ± 2.9 11.9 ± 1.6 10.1 ± 0.8 11.4 ± 1.6 8.4 ± 0.9
Throw. 200 400 10.1 ± 1.5 8.9 ± 0.9 7.2 ± 0.4 8.8 ± 1.3 6.8 ± 0.4

300 400 7.2 ± 0.7 6.8 ± 0.4 6.0 ± 0.4 6.7 ± 0.7 5.1 ± 0.1

100 400 12.9 ± 0.8 12.7 ± 0.9 11.5 ± 1.3 12.9 ± 1.5 10.2 ± 0.8
Michael. 200 400 8.9 ± 0.6 10.8 ± 0.4 8.4 ± 0.5 8.9 ± 1.3 6.7 ± 0.3

300 400 7.7 ± 0.4 8.4 ± 0.3 7.5 ± 0.4 7.7 ± 0.6 5.2 ± 0.1

100 400 9.0 ± 0.9 10.8 ± 1.2 8.7 ± 1.5 9.7 ± 1.1 7.1 ± 0.7
Kick. 200 400 6.7 ± 0.6 7.9 ± 0.8 6.4 ± 0.8 7.2 ± 0.9 5.1 ± 0.3

300 400 5.5 ± 0.4 5.8 ± 0.5 5.4 ± 0.3 6.1 ± 0.5 4.0 ± 0.2

100 400 7.8 ± 0.7 8.5 ± 1.4 9.2 ± 1.1 9.7 ± 1.4 6.8 ± 0.8
Traffic 200 400 4.5 ± 0.6 4.3 ± 0.6 4.4 ± 0.4 4.6 ± 0.7 2.8 ± 0.3

300 400 4.4 ± 0.3 3.8 ± 0.4 3.5 ± 0.2 3.8 ± 0.5 2.5 ± 0.1

100 400 14.4 ± 1.7 14.0 ± 1.5 13.7 ± 1.6 14.5 ± 1.9 10.8 ± 0.9
Swim 200 400 12.6 ± 1.9 12.1 ± 0.9 11.4 ± 1.1 12.4 ± 1.4 9.6 ± 0.7

300 400 11.0 ± 0.9 10.5 ± 0.5 10.3 ± 0.6 10.8 ± 0.8 8.8 ± 0.6

100 400 10.9 ± 1.7 9.9 ± 1.9 8.4 ± 1.5 10.7 ± 2.2 6.2 ± 0.9
Acro. 200 400 7.6 ± 1.5 7.0 ± 1.2 5.7 ± 1.0 7.1 ± 1.6 4.3 ± 0.7

300 400 6.1 ± 1.3 6.1 ± 0.9 4.9 ± 0.9 6.2 ± 1.3 3.7 ± 0.5

100 400 4.9 ± 0.4 5.6 ± 0.6 5.7 ± 0.6 6.0 ± 0.9 3.0 ± 0.4
Navi. 200 400 3.9 ± 0.3 4.4 ± 0.5 3.9 ± 0.4 4.7 ± 0.8 2.8 ± 0.3

300 400 3.5 ± 0.2 3.8 ± 0.3 3.5 ± 0.2 3.8 ± 0.6 2.5 ± 0.1

100 400 7.9 ± 1.5 7.8 ± 0.9 5.8 ± 0.7 7.9 ± 0.9 3.7 ± 0.5
Golf 200 400 5.6 ± 1.6 5.6 ± 0.8 4.6 ± 0.6 5.6 ± 0.8 2.8 ± 0.3

300 400 4.5 ± 1.4 4.7 ± 0.4 3.9 ± 0.4 4.5 ± 0.6 2.5 ± 0.2

100 400 7.5 ± 0.8 9.9 ± 1.3 8.7 ± 1.2 9.2 ± 1.7 6.3 ± 0.6
Laugh 200 400 5.8 ± 0.7 6.5 ± 0.8 5.6 ± 0.8 5.9 ± 0.9 4.8 ± 0.3

300 400 4.9 ± 0.3 5.8 ± 0.6 4.5 ± 0.5 4.6 ± 0.7 3.9 ± 0.2

100 400 11.2 ± 1.7 10.9 ± 1.6 10.4 ± 1.2 11.3 ± 1.3 8.8 ± 1.0
Boxing 200 400 8.5 ± 1.1 7.8 ± 0.9 7.4 ± 0.8 8.8 ± 0.8 6.0 ± 0.5

300 400 8.0 ± 0.9 7.1 ± 0.8 6.9 ± 0.7 7.3 ± 0.5 5.2 ± 0.3

Table 1. Average error (in degrees) with standard deviation for different methods



1352 A. Andalib, S.M. Babamir, A. Faraji

information of the pose data to enhance the pose estimation accuracy. This is
done by incorporating the modified Local Fisher Discriminant Analysis into the
our model. Empirical results on several activities of the benchmark Mocap dataset
showed the superiority of the proposed model over other state of the art 3D human
pose estimation methods.

Although the empirical results have shown the superiority of our method over
other state of the art methods, there is one important issue with the proposed model
that we are going to address in the future work:

In order to compute the LLE and LFDA, we need to determine the nearest
neighbors of the input features. For doing so, we use the well-known Euclidean
distance as the distance measure. However, it was shown that in 3D pose estimation
domain, the high dimensional input and output data points lie on a non-linear low
dimensional manifold [19]. Hence, using the Euclidean distance may not be realistic
in this situation. A better idea may be to use the Geodesic distance [29] instead of
the Euclidean distance.

a) b)

c) d)

Figure 3. Average error (with standard deviation) on some activities of the Mocap dataset
for both cases of considering the geometrical structure (red curve) and ignoring it (blue
curve). a) “Walk” b) “Traffic” c) “Swim” d) “Golf”
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