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Abstract. Medical simulation is a new method of education in medicine. It al-
lows training medical students or practitioners without the need to involve patients
and makes them familiar with various kinds of examinations, especially related to
medical imaging. Simulators that visualize examinations or operations require large
computing power to keep time constraints of output presentation. A common ap-
proach to this problem is to use graphics processing units (GPU), but the code is
not portable. The method of parallelization of processing is more important in com-
ponent environments, to allow calculating projections in real time. In this paper
parallelization issues in the ultrasound view simulation based on provided com-
puter tomography images are analyzed. The proposed domain decomposition for
this problem leads to significant reduction in simulation time and allows obtaining
an animated visualization for currently available personal computers with multi-
core processors. The use of a component environment makes the solution portable
and makes it possible to implement a web-based application that is the basis for
eTraining. The method for creating animation in real time for such solutions is also
analyzed.
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1 INTRODUCTION

Modern methods of education have been equipped with new technology to facilitate
learning. Widely used simulators allow to approximate the conditions of the medical
examinations or operations and to get close into the real situation [1]. We distinguish
between two main applications:

1. a long-term simulation – which goal is to perform, demonstrate or confirm the
scientist research theses and

2. a real-time simulation of data showing the effect (usually of an operation or exa-
mination) – allows the student to become familiar with the operation technique
without participation of the patient.

Recent methods allow the use of simulation via the Internet [2, 3]. This results
in eLearning and eTraining systems [4, 5]. This paper presents an example for
an echocardiography eTraining solution including the system design and methods
of parallelization that allow compliance with the time constraints associated with
smooth animation delivering a proper frame rate.

2 SIMULATION IN ECHOCARDIOGRAPHY

Extensive professional experience enables a physician to apply echocardiography
efficiently. Transthoracic echocardiography (TTE) is simple, and does not cause
discomfort to the patient. Training this technique is also easy for medical students.
This is opposite to transesophageal echocardiography (TEE) examination. This
examination allows much more accurate diagnosis of heart, but it is unpleasant for
the patient. Another problem is in spatial orientation and mastery of instrument
manipulation. In this case, there are very helpful simulators that allow physicians
to prepare preliminary examination training without involving the patient [6, 7, 8].
Such simulators should implement simulation in a smooth manner. The process
of simulation is time-consuming, so the use of parallel processing techniques may
allow to calculate output images in a short span of time. Non-real-time simulators
make a view in a long time [9] or use clusters [10, 11]. Other real-time ultrasound
simulators use a GPU power for processing [12, 13, 14].

2.1 The CT2TEE – the First Web-Based Real-Time Simulator

One of the few solutions designed to TEE training is the CT2TEE project [8].
A similar solution, Virtual TEE Simulator [4], offers a limited number of on-line
predefinied echocardiography views, and therefore is rather an eLearning than an
eTraining tool.

The CT2TEE simulator generates TEE projections based on a model developed
from computer tomography (CT) images [10, 13, 15]. Using prepared data, the
simulator tracks the movement of a virtual probe along the esophagus. Generated
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images include a projection as seen from the current position of a probe head.
The projection takes into account the transformation of CT image brightness levels
(according to an X-ray attenuation coefficient, based on the Hounsfield scale) to
the brightness levels of ultrasonography (ultrasound reflections) [16]. Additionally,
some characteristics of ultrasound effects, such as an acoustic shadow or coaxial
noise are implemented. The standalone version of CT2TEE simulator allows real-
time examination simulations.

The first version of CT2TEE simulator used a static model of the body [8]. The
new version allows simulating a motion along with heart beat [17], therefore the
model can contain a large amount of data.

2.2 Principles of Simulator Operations

CT2TEE simulator generates views corresponding to the TEE head views during
a real examination. The user can specify several parameters such as:

• p – depth of probe insertion to determine position of probe,

• α(X, Y ) – angle of rotation (range of 0 : 360 degrees),

• β(Y, Z) – angle of deflection (range of −30 : 30 degrees),

• γ(X,Z) – plane angulation (range of 0 : 180 degrees),

• d – scan depth.

All these variables (p, α, β, γ, d) create a space of control parameters for the virtual
TEE probe.

 

X 

Y 

 Z 

γ 

Figure 1. Creating a projection

There are several methods of ultrasound simulating classified by Zhu and Sal-
cudean in [18]. One of the methods, used in the CT2TEE, assumes two stages –
the first is to calculate a current projection of CT (Figure 1) [19], the second – to
simulate an ultrasound beam. To calculate the current projection a superposition
of rotations (α, β, γ) should be determined for each point of data (x′, y′, z′) for this



710 A. Piórkowski

projection, as shown in Equation (1). x
′
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The standard approach is to calculate the projection using matrix multiplication. It
performs several operations that can be omitted (e.g. scalar multiplications by zero,
iterations). For effective numeric calculations Equation (1) can be decomposed into
simple operations that speed up processing:

xp=D11*x+D12*y+D13*z;

yp=D21*x+D22*y+D23*z;

zp=D31*x+D32*y+D33*z;

 D11 D12 D13
D21 D22 D23
D31 D32 D33

 =

 cosα − sinα 0
sinα cosα 0

0 0 1


 1 0 0

0 cos β − sin β
0 sin β cos β


 cos γ 0 − sin γ

0 1 0
sin γ 0 cos γ

 (2)

where D11−D33 are pre-calculated (calculated once) values (see Equation (2)) for
a given projection.
Processing the independent calculations for each point of the projection (standard
size of 512 × 512 pixels) allows to divide operations into domains (domain decom-
position, described in Section 3). To smooth the edges, the trilinear interpolation is
used [19].

The next step is to simulate the ultrasound beam using projection from CT.
In the case of real examination, it is important to precisely represent the patient’s
organ structures. For the purpose of the simulator, the simpler approach (reduced
accuracy) is satisfactory. The phenomenon of wave refraction and diffraction is not
taken into account, as the speed of sound in various structures of the heart is very
similar [17]. It can be assumed in the case of echocardiography. The simulator
uses a ray-casting technique that allows to achieve the effect of the attenuation
and the acoustic shadow (Figure 2). More accurate techniques, such as wave field
modeling [9] or ray-tracing [20] are much more time consuming.

2.3 Principles of Web-Based Version of the CT2TEE Simulator

The web-based version of the simulator provides an interactive graphical interface for
the clients, but the projections are downloaded from the CT2TEE Internet server.
This version of the simulator is available on the Internet at the website www.ct2tee.
agh.edu.pl [21].

The model for simulation consists of CT slices, and it cannot be transmitted to
clients because it takes up a big amount of data. It is loaded into server memory
at the start of CT2TEE application. For each web request a new projection is
calculated. This process is described in Figure 3 [22].
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Figure 2. Using ray-casting technique – from a projection (left), to simulated US (right)

WEB CLIENT CT2TEE Server

Picture request

Calculating the projection (s)

Simulating USG artifacts

Compression JPG/GIF

Loading CT data into memory

Preprocessing

Picture output

Figure 3. Diagram for a request processing by CT2TEE web server

It was considered that the interface reaction times (100 ms for the standalone
version and 200 ms for the web-based version) are sufficient. To achieve a smooth
animation effect without flicker, the time of projection calculation should be shorter
than 100 ms and a reserve time for data transmission via Internet or intranet should
be guaranteed. Although there is the possibility to use GPU processing for web
requests [23], the component environments deliver the portability of the code, while
the code for the graphics card is rather associated with a specific device.

3 IMPLEMENTATION OF PARALLEL PROCESSING

The time-consuming calculations are the important issues of medical informatics
and bioinformatics [24]. Nowadays some real-time computational problems, which
previously required large processing power of super or distributed computing, can
be solved with highly parallel algorithms running on Graphical Processing Units
(GPU). However, to apply techniques, the problems have to be separated to a num-
ber of short operations (they create so-called processing pipeline) that are exe-
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cuted in single instruction, multiple data (SIMD) manner. The visualization of
large (5123 voxels or larger) medical volumetric data is solved in this way com-
monly [25, 26]. In the same manner the ultrasound simulation is parallelized, e.g.,
Shams et al used SIMD instruction set [10].

Daoud and Lacefield propose one-dimensional decomposition of the 3D simula-
tion along z-axis, that minimizes inter-node communication [11]. There are methods
presented for parallel processing of single scan line or multiple scan lines. Gjerald
et al. propose division of the extraction and sampling of scatterers into a large
number of independent processes [14].

To implement the parallel processing a division of calculations into a number of
parallel tasks is needed. The domain decomposition technique can be used. The first
approach is to divide input data into two orthogonal spaces separated by a vertical
line [28]. It is possible to calculate the projection and ray-casting for these halves
independently by two threads. This case is illustrated in Figure 4.

 

one thread thread 1 thread 2 

creating a bitmap, JPG compr. creating a bitmap, JPG compr. 

Figure 4. Dividing simulation processing into two threads

The general case of division into many (N) parts in this way is not possible
because calculating parts of projection are rectangles and parts of ray-casting are
pieces of a circle (slices) – ranges of data for these two steps of simulation processing
do not match/overlap. Parallelization of calculating projection can use domain
decomposition technique for Cartesian system of data [29]. The ray-casting method
uses the polar coordinate system; therefore, decomposition should be processed in
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the other way – according to polar coordinate system. The proper approach is to
implement parallelization in two stages – the first stage is to parallelize projection
calculations and the second – to parallelize ray-casting (Figure 5). Joining data
between stages (synchronization) is required.

 

thread B 4 thread B 3 thread B 2 thread B 1 

thread A 1 

synchronizing 

thread A 2 thread A 3 thread A 4 

creating a bitmap, JPG compression 

Figure 5. Dividing simulation processing into more than two threads

The parallel computing technique is characteristic of a programming environ-
ment. Most parallel implementations, including medical applications, are based on
parallelization of loops [27]. The CT2TEE project is written in Csharp language and
compiled for the .NET Framework 2.0. The latest versions of the .NET Framework
(4.0, 4.5) provide a new extension for parallel programming – the Parallel class, that
delivers a mechanism of parallel loops (Parallel.For). Unfortunately, Parallel.For is
implemented only for integers. Ray-casting is implemented as a loop of floating
point numbers, which is related to the angle of a ray, measured in radians. Precision
of loop iteration is determined by a view magnification and is variable. Therefore,
the best way to implement parallelization for .NET Framework 2.0 is to base on the
method presented in [30]. A sample code is shown below.

Part of code for parallelizing of projection calculating

[...]

int inclLowerBound = 0;
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int exclUpperBound = size_x;

int size = exclusiveUpperBound - inclusiveLowerBound;

int range = size / number_of_processors;

for (int p = 0; p < number_of_processors; p++)

{

int start = p * range + inclLowerBound;

int end = (p == number_of_processors - 1)

? exclUpperBound : start + range;

ThreadPool.QueueUserWorkItem( // (A1)

delegate

{

int x, y;

for (x = start; x < end; x++) // (A2)

for (y = 0; y < size_y; y++)

[...]

The presented code implements a projection calculation, using a pool of threads
(A1). The domain decomposition is realized in the line (A2), where for each thread
a part of a domain (columns from start to end) is assigned. The step is of 1 point.
In case of ray-casting the loops should use floating point iterators (angle of a ray),
therefore the code should be modified as shown on the listing below. The altered
part of the code (floating point number iteration) is marked as the line (B1).

Part of code for parallelizing of ray-casting

delegate

{

double angle;

[...]

for (angle = start; angle < end; angle += 0.001) // (B1)

[...]

4 PARALLEL PROCESSING PERFORMANCE

To assess the performance of the proposed solutions, special tests were carried out.
A high performance server was used: IBM Blade HS 21, CPU: 2.0 GHz, Intel Xeon
(8 cores), RAM 16 GB. There were Windows 2003 Server 64 bit and .NET Framework
2.0 installed on the server. The time measurement techniques (System.Diagnostics)
allowed to provide sufficient measurement accuracy of 1 ms. The processing time
values were very stable due to the use of a special server hardware and equipment,
previously described.
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The results of the tests are shown in Table 1. Times of view generation are
presented in the form of a chart (Figure 6). The next chart (Figure 7) shows the
speedup (SU) of parallelization [31, 32], calculated according to Equation (3).

SUN =
tserial
tN

(3)

To check a parallelization opportunities (and quality of the solution), the proportion
of a program that can be executed in the parallel way is estimated according to
Equation (4).

Pestim =
1
SU

− 1
1
N
− 1

(4)

The Pestim values are very similar – small differences are caused by measurement
error.

CPU number tmin [ms] SpeedUp (SU) Pestim

(S)erial 83 1.00 –

1 84 0.99 –

2 48 1.73 0.84

3 36 2.31 0.85

4 30 2.77 0.85

5 27 3.07 0.84

6 24 3.46 0.85

7 22 3.77 0.86

8 20 4.15 0.87

Table 1. The performance of parallelization
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Figure 7. Speedups for parallelized simulation

5 PARALLEL PROCESSING FOR ANIMATED PROJECTIONS

The dynamic version of CT2TEE web application should provide an animated view
of heart projection. In the case of web-based version it can be implemented in two
ways:

• as a client-side application, that downloads separate frames and controls viewing
(in Flash, JavaScript, etc.),

• as a web site, that downloads an animated picture (GIF).

In the first case the client-side application downloads subsequent frames in a pro-
posed order:

• frame 1 – (show: 1),

• frame 3 – (show cycle: 3, 1),

• frame 2 – (show cycle: 3, 1),

• frame 4 – (show cycle: 1, 2, 3, 4).

This method provides faster response time for the first image, but multiple network
requests make full animation is achieved after a long time.

In the second case, the web server can prepare an animated projection on client
demand. This case is easier to implement on the client side and is more reliable, but
on the other hand – the number of colors is reduced to 256 (e.g. grayscale palette,
color layers unavailable [33]) and a request takes more time. To achieve a smooth
animation effect, the calculations should be optimized.

The simplest way to implement an animated view is to generate four projections
in the described way (Figure 5) and to join them. It can take 4 × 20 ms = 80 ms
(using presented environment – 8 CPUs).
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thread 1 thread 2 

joining projections, GIF compression 

thread 3 thread 4 thread 5 thread 6 thread 7 thread 8 

Figure 8. Parallel processing of animated projection (GIF format)

The other way is to divide computations of each frame into a couple of CPUs,
and process a concurrent simulation of four frames (Figure 8). This method takes
47 ms for the simulation and is faster. Additional time is required for the frames
compression to GIF format (6 ms per frame, 24 ms for the whole animation). It can
be optimized by using a separate GIF compression for each frame (Figure 9), and
is possible because the animated GIF format (proposed by Netscape) consists of
a header and blocks of independent GIF images as subsequent frames.

 

thread 1 thread 2 

joining all GIF frames 

thread 3 thread 4 thread 5 thread 6 thread 7 thread 8 

GIF frame compr. GIF frame compr. GIF frame compr. GIF frame compr. 

Figure 9. Optimized parallel processing of animated projection (GIF format)

6 CONCLUSIONS

This paper shows advantages of parallelization of ultrasound simulation. Projection
generation times in a standalone or web-based CT2TEE application with the static
model were highly reduced from 84 ms to 20 ms when using eight processors. It
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makes the simulation very smooth in the case of standalone application. In the case
of web-based application the times of image delivery are highly reduced and smooth
animation is enabled. The parallel part of the code execution was estimated as 85 %.
The optimized methods of animated GIF images are presented.

The future work involves an implementation of transthoracic echocardiography
simulator (CT2TTE). The next problem is to optimize web application for con-
current requests and to reduce resource consumption. Another issue is to check
the relation between request times and throughput in the case of CT2TEE web
server [22]. A further consideration of the current work will be performance analysis
and parallelization of ray-tracing techniques in echocardiography simulations.
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