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Abstract. This paper focuses on one of the applications involved into the CrossGrid
project, the STEM-II air pollution model used to simulate the environment of As
Pontes Power Plant in A Coruña (Spain). The CrossGrid project offers us a Grid
environment oriented towards computation- and data-intensive applications that
need interaction with an external user. The air pollution model needs the interaction
of an expert in order to make decisions about modifications in the industrial process
to fulfill the European standard on emissions and air quality. The benefits of using
different CrossGrid components for running the application on a Grid infrastructure
are shown in this paper, and some preliminary results on the CrossGrid testbed are
displayed.
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1 INTRODUCTION

Grid technologies have been under development since the late 1990s, extending clus-
ter and distributed computing concepts to allow organizations to share and combine
resources. Grids consist of high-end computers, servers, workstations, storage sys-
tems, and databases that work in tandem across private and public networks. The
major distinguishing feature of Grids is that they are configured from components
that are owned and/or managed by independent individual organizations.

The CrossGrid project [1] implements and exploits new Grid components for
interactive computation- and data-intensive applications. The purpose of this work
is to show the usefulness of these components in air pollution modelling. STEM-II,
an Eulerian air quality model, is used to simulate the environment of As Pontes
Power Plant in A Coruña (Spain). The STEM-II program, forced by meteorological
data generated by an atmospheric model, simulates gaseous and aqueous concentra-
tion fields of different pollutant species, reaction rates, amount of deposited species
and ionic concentrations. The code is computation intensive; thus, Grid computing
should be potentially applied to achieve a reasonable response time.

The structure of this paper is as follows. Section 2 presents a concise overview
of the CrossGrid Project. In Section 3, we briefly describe the air pollution model
STEM-II. In Section 4 the interactions with other CrossGrid components are shown,
including the Migrating Desktop and the Performance Prediction Tool. Some preli-
minary results are shown in Section 5. Finally, in Section 6, we make some brief com-
ments about future work. The main conclusions of the work are given in Section 7.

2 THE CROSSGRID PROJECT

The CrossGrid project involves institutions that belong to eleven European coun-
tries (see Figure 1). The project is developed with the purpose of supporting ap-
plications that require high computational resources and a great amount of data,
with the characteristic that real time interaction with users is needed. Examples of
these applications are: interactive simulation and visualization for surgical proce-
dures [2], flooding crisis team decision support systems [3], distributed data analysis
in High-Energy Physics (HEP) [4], and air pollution [5] combined with weather
forecasting [6].

The first application develops a Grid-based prototype system for pre-treatment
planning in vascular interventional and surgical procedures through real-time inter-
active simulation of vascular structure and flow. The second application is a Grid-
based support system for flood prevention and protection; this is a numerical flood
modeling that requires a physical model for flood representations. The third appli-
cation develops a final user application for physic analysis running in a distributed
Grid environment using large distributed databases for High Energy Physics. The
last application is weather forecast and air pollution modelling. This application
includes a meteorological model, a wave model, a data mining system for meteoro-
logical reanalysis, and an air pollution model.
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Fig. 1. Countries involved in the CrossGrid project

For the efficient development of these kinds of applications into the Grid, new
tools for verification of parallel source code, performance prediction, performance
evaluation and monitoring are needed and are also developed into the project. All
these applications and tools require new components be introduced into the Grid
for application-performance monitoring, efficient distributed data access, and spe-
cific resource management. The final users should be able to run the applications
on the Grid in an easy and transparent way, without the need for knowledge of
technical details or of how the Grid is implemented, nor of how it works. Thus, the
project develops user-friendly portals and personalized environments to access the
applications and developed tools.

The project also offers a testbed architecture to test, validate and execute tools,
applications and the Grid services developed. Testbed sites are distributed among
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ten different institutions in nine European countries. All these individual elements,
taken together with achievements from other Grid projects such as DataGrid and
EuroGrid, are integrated in a new Grid environment.

3 THE STEM-II AIR QUALITY MODEL

Due to increasing sources of air pollutants, the development of tools to control
and prevent the accumulation of pollution has become a high priority. Coal-fired
electrical power plants constitute one of the most significant sources of air pollution,
and for that reason, its study is one of the keys to pollution control.

Specifically, we are interested in the control of the pollutants’ emissions produced
by the Endesa Power Plant sited at As Pontes (A Coruña, Spain). This power
plant generates 1 400MW of electrical energy by means of coal combustion. A coal
mixture made of local lignite, with a high content in sulphur, and other foreign coals,
of greater calorific power and sulphur-free, are consumed. One of the objectives of
the technicians of the power station is to ascertain the optimal mixture so that the
maximum yield is obtained, fulfilling, at the same time, the standards on emissions
and air quality.

In order to carry out the complete characterization on a regional scale of the
dispersion of atmospheric pollution, it is necessary to simulate different pollutant
emissions, transport by advection, convection and turbulence, with dynamic meteo-
rological conditions; chemical transformation; and pollutant removal by deposition.
To carry out these simulations, the STEM-II model has been employed [7].

INPUT DATA:

User parameters
Meteorological data
Initial concentrations
Power plant emissions
Topological data

STEM-II
OUTPUT DATA:

Pollutants Concentrations
Deposition patterns

Horizonal transport
Vertical transport
Chemistry

Image
Processing

GUI

Pollutant
Level

Image

SIMULATION:

Fig. 2. Simplified block diagram of the STEM-II model

STEM-II (Sulphur Transport Eulerian Model) is an Eulerian air quality model
which simulates transport, chemical transformations, emissions and deposition pro-
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cesses in an integrated framework. The basic structure of the STEM-II model is
shown in Figure 2. The model accepts as input data the parameters introduced
by the user: the date of the simulation, the start hour, and the number of hours
of simulation; the meteorological conditions in that moment in the power plant
environment: wind, temperature, precipitation rates, etc.; the initial pollutant con-
centrations in the simulation space; the emissions of the power plant and the topo-
logical data. The simulation module of the model consists of two main components:
the horizontal transport and the vertlq module, that includes the vertical trans-
port of pollutants and the chemistry reactions, the most time-consuming routine.
As outputs, the program generates binary files with the concentrations of all the
species in every point of the simulated mesh and the amount deposited. Addi-
tionally, we have developed a graphical module where the output data files are
processed and converted into graphical images taking into account the pollutant
and the level selected by the user. This module is described in detail in Section 4.1
below.

The pseudocode of the STEM-II model is shown in Figure 3. The program
consists of four main nested loops, a temporal loop (loop t) and a loop for each
dimension of the simulated space (loop x, loop y and loop z ). The temporal loop
specifies the duration of the simulation process and the time simulated in each itera-
tion. Usually, meteorological prediction data are needed to evaluate the pollutants
behavior of the next day, therefore we will need to simulate at least 24 real hours.
In our experiments each iteration of the temporal loop corresponds to a minute of
real time. Beside this, there exists a fifth loop corresponding to the reaction time
of the aqueous phase. The basic modules and routines of the program are shown
in lower case and bold letters in the figure. The main modules in the program
are: horizontal transport module (hor module), vertlq module and I/O module.
Regarding the I/O module, before starting the temporal loop the time indepen-
dent data are read. These data are: longitude and latitude of the domain, to-
pography of the environment and initial concentration of the pollutants. In each
iteration of the temporal loop the time dependent data are read. These data are:
air density, relative humidity, temperature in each point of the grid, the compo-
nents of wind or velocity of deposition. Finally, the output of the program provides
the pollutant concentrations in all the points of the grid and the depossition pat-
terns.

The simulation used by the STEM-II model is extremely expensive, both in
terms of amount of resources consumed and of execution time. As an example,
a typical simulation of pollutants dispersion for 1 day requires approximately 31
hours of CPU in an Origin 2000 system with R10000 processor at 250MHz. The
speedup to be achieved in the simulation process is really important in order to save
time when making decisions about modifications in the industrial process to fulfill
the European regulations referring to the emission of pollutants. As with other
computationally intensive problems, the ability to fully utilize these models remains
severely limited by today’s computer technology. Grid computing will be applied to
achieve a reasonable response time.
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input1: Read topological data and initial concentrations

DO loop t (temporal loop)
input2: Read meteorological data

hor: Horizontal transport

—– Begin vertlq Module (Parallel Section) —–

DO loop y

DO loop x

IF (∃ gas phase y ∃ aqueous phase) THEN

asmm : cloud parameters model (includes loop z)

vertcl: vertical transport for gas species (includes loop z)

DO loop trfl

vertcl: vertical transport for aqueous species (includes loop z)

rxn: chemical reaction (includes loop z)

END DO

ELSE

vertcl: vertical transport for gas species (includes loop z)

rxn: chemical reaction (includes loop z)

END IF

END DO

END DO

—– End vertlq Module —–

output: Compute totals accumulated in the time and print result files
END DO

Fig. 3. Pseudocode of the STEM-II program

4 THE AIR POLLUTION APPLICATION INTO THE CROSSGRID

FRAMEWORK

The STEM-II model requires as input data meteorological data such as tempera-
ture, wind fields, precipitation, etc. This meteorological data is provided by the
COAMPS [6] meteorological prediction model maintained in the Interdisciplinary
Centre for Mathematical and Computational Modelling (ICM) at Warsaw. This ap-
plication generates data in the format and resolution needed. The CrossGrid project
provides mechanisms to share this data. The file management policy is based on
replication. Replica catalogues are used for cataloging and locating replicated files
in the distributed CrossGrid environment.

Previously to the Grid-enabled version of the code a MPI [8] parallel version
of the program was developed. Details about this parallelization and experimental
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results in different platforms can be obtained from previous works [9],[5]. Additio-
nally, an experimental Grid built in our laboratories has also been used for testing
the parallel code [10].

The CrossGrid project offers the possibility of testing the MPI implementation
using MARMOT [11], an MPI verification tool developed at the High Performance
Computing Center Stuttgart (HLRS). The objective of MARMOT is to verify the
correctness of parallel applications using the MPI paradigm. The basis of this de-
velopment is the MPI profiling interface, which allows a detailed analysis of the
MPI application at runtime. Thanks to this tool some “holes” were detected in our
communications, which introduced unnecessary overhead in the parallel program.
Non-consecutive data was packed in each communication using complex datatypes.
These datatypes had useful data and “holes” that must be skipped in the commu-
nications. MARMOT discovered that these “holes” were communicated as empty
data. Thus, those “holes” have been eliminated, changing the datatypes and in-
creasing the number of communications, and the performance in communications
has been improved.

Beside these, there are other tools in the project that propose a set of perfor-
mance metrics to describe concisely the performance capacity of Grid applications.
One of them is GridBench [12], developed in the High Performance Computing La-
boratory (HPCL) of Department of Computer Science at University of Cyprus. It
develops and implements benchmarks that are representative of typical Grid work-
loads. Such benchmarks are used for estimating the values of performance metrics
for different Grid configurations, identifying important factors that affect end-to-end
application performance, and providing application developers with initial estimates
of expected application performance.

Another task in the project develops on-line tools that allow application deve-
lopers to measure, evaluate and visualize the performance of Grid applications with
respect to data transfer, synchronization and I/O delay, as well as CPU, network
and storage use. This software is called Performance Prediction Tool (PPC) [13]
and it was developed in the Department of Electronics and Computer Science at the
University of Santiago de Compostela. The tool supports any level of granularity,
from the Grid level down to the process level.

The MPI parallel code was ported to the Grid environment fairly easily by intro-
ducing appropriate components from the Globus bag of services [14]. Information
about available Grid resources is essential for job scheduling. The Globus toolkit
uses the MDS (Monitoring and Discovering Service) to publish static and dynamic
information about existing resources. The Workload Management System (WMS)
manages the Grid resources guaranteeing that jobs are executed in the “best” re-
sources. The WMS consists of: the Resource Broker (RB) [15], responsible for
matching job requests, written in JDL, with the available resources; the Job Sub-
mission Service (JSS), that performs the job submission, using the Globus GRAM
service, to the remote Computing Element found by the RB; the User Interface
(UI), which is the component between the user and the RB and allows the user
to obtain information about the jobs, transfer data files, found resources, cancelled
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jobs, etc.; and the Logging and Bookkeeping (LB), that keeps information about
the executions.

Some results have been obtained submitting the program directly to specific
nodes of the CrossGrid testbed (see Section 6). Currently, we have fully integrated
our application into the Migrating Desktop and into the portal. Both elements
are developed with the support of the Roaming Access subtask, that allows the
users to access the Grid from different locations and different platforms. This is
mainly developed by the Poznan Center of Supercomputing (PSNC) in Poland, and
Datamat in Italy.

The portal is developed by Algosystems, with the Jetspeed [16] technology, using
Java and XML. A portal makes network resources available to end users and the
user can access the portal via a web browser. Each application must create its own
portlet with the fields for the parameters needed to submit the application in an
XML specification.

4.1 The Graphical User Interface of the STEM-II Model

With the aim of helping experts make decisions, other than generating the binary
files with the pollutant concentration values in each point of the simulated mesh, we
have developed a user-friendly interactive visual tool which allows them to set the
input/output parameters, and observe the concentrations of pollutants graphically.
This interface is interactive, that is, the technicians can vary parameters in real time
and follow graphically the impact of these changes.

One of the features we had in mind when we developed the graphical user in-
terface (GUI) was the portability of the final tool. The Java Foundation Classes
(JFC) [17] are a set of Java class libraries provided as part of J2SE to support build-
ing graphics user interface (GUI) and graphics functionality for Java technology-
based client applications. JFC includes an extensive set of technologies that enable
developers to create a rich, interactive user experience for client applications that
can run on multiple platforms.

Apart from these features, JFC is also used by other developers in the CrossGrid
project, in particular by the Portal and Migration Desktop teams. So the use of Java
technology to develop the Air Pollution Visualization Tool would simplify its future
integration with other tools of the project.

Another important objective to be considered was the abstraction of the graphi-
cal interface. This objective aims to present the Grid execution as transparent as
possible for the user. To achieve this the Visualization Tool consists of three main
components:

• User interface, in charge of building the user environment: windows, panels,
buttons, messages, etc.

• Data processing module, in charge of image processing from the original data
files. The results of simulation using the STEM-II code are stored as text files, in
the form of multidimensional matrices whose coefficients represent the different
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pollutants concentration values in the mesh. A module to process and convert
the data in these matrices into image files is also provided in the Visualization
Tool.

• Interface with the Grid platform includes the construction of the RSL files and
the job submission to the Grid platform via Globus. This is the most complex
part of the tool. It involves relations both with the User Interface (getting input
and output parameters from the user to build the RSL file), and with the data
processing module (providing it with updated data files from the execution at
hand in the Grid platform).

Fig. 4. Input parameters window

The input and output parameters of the model can be set in a specific window,
to allow users to interact with the application, both at the begining (before the
submission) and during the execution. In the input parameters window (see Fi-
gure 4) the parameters of the application, such as the date, the start hour and the
number of hours of the simulation are set. Beside these, since the application has
been parallelized, the number of processors to be used also needs to be set.

The visualization tool represents in a 2-D graph the concentration of a given
pollutant in a level of high, as shown in Figure 5. The concentrations are represented
with a background map for a better understanding of the results. The location of
the power plant is also indicated. Moreover, a scale with a color code is shown on the
right part of the image. The image is refreshed in real time when new concentration
data are available.

The main achievement of this GUI is its interactivity. The program runs into
the Grid, and the output files are generated in any node of the Grid. When new
data are generated the files are copied locally to the machine where the GUI is being
executed and the output image is refreshed. The image processing module generates
the images from the binary files accepting as parameters the pollutant, the type of
representation and the level of this representation. These parameters can be set
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Fig. 5. Horizontal view of SO2 concentration at 300m

Fig. 6. Output parameters window
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in the output parameters window (Figure 6). The user can vary these parameters
while the program is running and the new representation will be presented.

With the help of this tool, experts can see, in real time and in a graphical mode,
the concentration of the different pollutants, and make decisions about the coal
combustion.

4.2 Integration of the STEM-II Model into the Migrating Desktop

The Graphical User Interface has been completely integrated into the Migrating
Desktop. The Migrating Desktop (MD) [18] is a personalized graphical desktop
developed using Java technologies by the PSNC, which allows working with Grid
resources, hiding the complexity of the Grid middleware and the real location of
the resources. MD provides access to the applications from different locations and
different platforms, as well as interactivity properties. It is just a front end to Remote
Access Server (RAS), which intermediates between different Grid middleware and
applications. The RAS offers a well-defined set of web-services that can be used as
an interface for accessing HPC systems and services (based on various technologies)
in a common, standardized way. It is possible to add tools, applications and to
support visualisation of different formats using that mechanism.

Grid applications available for users are set in a user-friendly way in Job Submis-
sion Wizard in the MD. This wizard simplifies the process of specifying parameters,
suggesting user defaults or recently used parameters. The applications must provide
specific plugins in order to be submitted to the Grid. One of the goals of MD is to
provide the containers, frameworks for plug-ins written by application developers.
The MD offers a module called Tool Plug-in (TPlug) [19] that was designed in order
to standarize the integration and provide easy access to the resources. It is possible
to add tools, applications and to support visualisation of different formats using that
mechanism. The TPlug can be used for visualization of Grid appications output and
for the integration of a Java application into the MD.

As described in Section 4.1, the GUI of the STEM-II model has been developed
in Java, thus it was easy to convert the frames of the Graphical User Interface into
valid plugins for the MD. The input parameters window was included as the first
tab of the Job Submission wizard (see Figure 7), allowing the user to set the specific
parameters of the application. The TPlug module has been used as protocol of
integration in order to pass these parameters to the MD submission service.

Beside the input plugin, the application developers must also provide the output
plugin if they want to visualize the results. We have adapted the visualization win-
dow of the application GUI by using the TPlug provided by the Migrating Desktop
in order to access the output file with pollutants concentrations. The Migrating
Desktop allows to specify the output files and their refresh time. We will use the
ASTEP file with a refresh of 20 seconds as output (see Figure 8). This file will
be used in the output plugin to build the graphical image. As this file is refreshed
while the program is running, the output images will be updated. The data files
are converted into images thanks to the image processing module that is included
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Fig. 7. Input parameters tab

into the output plugin. The appearance of the output is exactly the same as shown
in the GUI (see Figure 9). This plugin is also interactive, so the user can vary the
pollutant or the level in the visualization plugin, using the drop-down lists in the
parameters boxes.

4.3 Improving the Performance of Our Parallelization

The Performance Prediction Tool (PPC) [13], developed also into the CrossGrid
project, was used to analyze the performance of the air pollution application. In
particular, we have focused on the module that consumes most of the runtime, the
vertlq module (Figure 3). It was analyzed, and an analytical model for characteri-
zing its performance was developed. This module basically consists of an intensive
computational part that is executed in parallel and just one reduction operation
that involves communications. Both parts are uncoupled, so the model adds both
contributions.

The computational cost is measured in FLOPs (FLoating-point OPerations).
Due to the complexity structure of vertlq, the number of FLOPs is not constant.
The execution flow depends on the meteorological conditions and on the point of
the mesh considered. A set of parameters can be selected as responsible for these
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Fig. 8. Job files tab

differences in the execution time. These parameters will determine the entrance
or not in the main conditional branches of the code and the number of iterations
in the most time-consuming loops. After an exhaustive analysis, the model has
concluded that 12 parameters are enough to make a prediction about the behavior
of the program flow. These parameters can be determined exclusively from the
meteorological input data and they are directly related to the water concentration.

Using this estimation of the number of FLOPs, we can deal with the problem of
load balance in the vertlqmodule, without executing the routine, by only analyzing
meteorological data. We can know in advance the best data distribution every time
that new meteorological data are read.

5 RESULTS IN THE CROSSGRID TESTBED

We have obtained some experimental results executing the air pollution application
in the CrossGrid Testbed. Tables 1 and 2 show, respectively, the results of running
one hour of simulation among nodes that belong to different sites and nodes that
belong to the same site of the testbed. The sites used to build Table 1 are placed at
University of Valencia (Spain), University of Warsaw (Poland), Institute of Nuclear
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Fig. 9. SO2 pollution at 300m high

Physics (Poland) and Algosystems (Greece) while executions for Table 2 were carried
out in nodes of the same site at Cyfronet (Poland). In this last case the results
obtained are better due to the lower communication cost. This should be taken into
account in the design of the scheduler tool of the CrossGrid project.

processors total time comunication time speedup

1 2 133 20 –

2 5 107 485 0.42

3 20 212 13 126 0.11

4 37 874 24 359 0.06

Table 1. Times (in seconds) and speedup of 1 hour of real time (60 iterations) executed in
different sites

It can be observed that the speedup does not grow linearly. This is because
different iterations of the simulated mesh have different computational weight. We
have tried several dynamic and static data distributions in the parallelization of the
application. Static methods involve deciding in advance the mapping of iterations
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processors total time comunication time speedup

1 4 952 11 –

2 3 316 73 1.49

3 2 480 98 2.00

4 1 865 112 2.65

5 2 535 122 1.95

6 2 466 125 2.01

7 2 198 132 2.25

8 1 304 136 3.80

Table 2. Times (in seconds) and speedup of 1 hour of real time (60 iterations) executed in
nodes of the same site

to processors and leaving the balance unchanged during the whole execution. Static
block and cyclic distributions do not guarantee an optimum load balance as the com-
putational load of each iteration depends of the meteorological conditions. A better
solution is to use a dynamic strategy. Dynamic load balancing involves changing
the allocation of iterations to the processors during the execution of the simulation.
Three dynamic distributions have been tried: queue of iterations, distribution by
time and distribution by prediction. In the queue of iterations, the iterations are
processed upon request. The root processor will send the iterations individually
to the clients nodes when they have finished the previously assigned iteration. In
the distribution by time, the time consumed by the first iteration when new data
are read is measured, and the data is redistributed taking this time into account.
Using the Performance Prediction Tool (PPC) [13] several parameters have been
found to control the computational load of the program. With this information the
FLOPs consumed by each iteration can be predicted, and the iterations can be well
distributed from the first iteration. It is the distribution by prediction.

processor number 0 1 2 3 factor

block 1 148 777 1 607 1 813 0.74

cyclic 1 458 1 340 1 338 5 340 0.92

it. queue 1 532 1 448 1 512 5 660 0.91

by time 1 337 1 336 1 374 5 361 0.97

prediction 1 321 1 355 1 365 5 321 0.97

Table 3. Load balance for different data distributions

In Table 3 the different data distributions are compared. We have measured the
execution time per processor for 60 iterations of the program over four processors.
The measurements have been made in the xgid.icm.edu.pl CrossGrid Testbed
node. The last column is the balance factor

factor =

∑
4

i=1
ti

4×max(ti)
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where ti is the time comsumed in the processor i. The closer this value is to the
unit, the better balance is obtained. It can be observed that the block distribution
gets the worst results and the distribution based on the PPC Tool (prediction in
Table 3) gets the same load balance as the distribution by time. The distribution by
prediction has less communication cost and a better total execution time; thus, we
can conclude that the prediction tool successfully chooses the best data distribution.

6 FUTURE WORK

In a Grid platform, made up of a large number of nodes, the probability of fault in
any part of the system is high. Thus, it would be advisable to endow the application
with some kind of fault tolerance mechanism. Currently we are studying fault
tolerance options for the air quality model. Our main idea is to periodically save the
state of the application to a checkpointing file and to restart the application from
the last checkpoint in case of fault.

7 CONCLUSIONS

The air pollution application has been integrated into the CrossGrid project, taking
advantage of the integration with the middleware and other tasks of the project.
With the use of MARMOT we have improved the process communications and with
the help of the Performance Prediction Tool a better load balance has been achieved,
proving the usefulness of other tasks of the project in the parallel implementation of
applications into the Grid. Thanks to the graphical user interface for the STEM-II,
experts can observe in real time, and graphically, the concentration of the different
pollutants in order to make decisions in the industrial process. The integration of
the air pollution interface with the Migrating Desktop has obtained one of the main
goals of the project, a user-friendly and interactive Grid application.
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