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Abstract. This study deals with the problems of aggregating the opinions of
a group of people in such a way that the quality of the group decision surpasses the
quality of the decision of the most experienced individual within the group. The
methods we have studied fall in the research domain of the so called collective intel-
ligence. We provide an overview of the state-of-the-art in the collective intelligence.
We describe the method based on adaptive boosting we have proposed aggregatig
the opinions of a group of people. We have implemented a web application to
gather opinions of people and used the application to collect data for the experi-
mental analysis. The model problem was to identify whether there is or there is not
a tumor present in the series of X-ray images of human lungs. We have compared
our proposed method to conventional methods such as majority voting. We have
concluded that our proposed method can be successfully used to aggregate opinions
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of a group of people to increase their collective intelligence above the level of the
most successful individual within the group in many cases. We have observed that
the highest increase in the collective intelligence may be achieved for intelligence
wise homogeneous groups what confirms the results of previous studies.

Keywords: Collective intelligence, modified adaptive boosting, aggregation
of opinions

1 INTRODUCTION

Humans make many individual decisions but often the decisions steering human
activities are made as a consensus emerging from the synergies, competitions and
collective efforts of a group or a collective. People and in fact also animals have
use collective decision making on conscious or subconscious levels. The forms vary,
ranging from simple (e.g., the majority voting principle) to the complex and difficult
to describe scenarios that we see for example in the politics. By watching an ant
colony we come to the obvious fact that a collective of cognitively simple individuals
forms by means of communication and interaction an entity the intelligence of which
surpasses the intelligence of its comprising elements many fold. Watching a group
of humans on the other hand does not necessarily lead to the same conclusions.
Sometimes humans in a group produce very bad judgments and sometimes “the
many are smarter than the few”. The questions among many are:

e Are there algorithms that would make the most of the collective decision making
in terms of correctness and satisfaction?

e What is better for the given collective — to leave the decision making to the
smartest individual or to consider all the opinions?

Aggregating opinions may be useful when solving many kinds of problems. The
model problem that we have used in this study was identification of tumors in X-ray
images. Although the reasons for our choice were practical and we will explain them
later our aim was not to build a real world solution. But let us imagine a place in
the third world where highly trained medical experts are scarce. One may give to
several local people a crash course in diagnosing a disease but none of the locals will
be very good at it. However, with an appropriate algorithm we may aggregate their
opinions and make them perform well as a group. This approach may be also used
when solving other well formulated problems with a proper feedback on the quality
of the decision, for example when deciding whether to buy or sell commodities on
the stock market or whether to provide or decline a loan. But eventually, enhanced
collective intelligence may be applied in more complex environments with uncertain
and time delayed responses to the decisions made, like in the local and state govern-
ments, etc. With the growth of the Internet and related technologies such as social
networking large scale collecting of the opinions of people is becoming possible and
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even simple. We are now able to express ourselves to very wide audiences. Of course
only a small fraction of our opinions is useful and utilized, but nevertheless, these
opinions represent a large pool where information and wisdom is scattered.

2 RELATED WORK

A standard dictionary definition of collective intelligence states that it is “a phe-
nomenon in sociology where a shared or group intelligence emerges from the collab-
oration and competition of many individuals”. It is not clear when the concept of
collective intelligence emerged for the first time but one of the earliest documented
mentions of it comes from the 1785 Condorcet’s jury theorem [1]. The theorem
states that the more members are in the jury the more probable is that they will
decide correctly by majority voting if each member of the jury is independent and
more likely than not to make a correct decision. The theorem is proven correct un-
der its assumptions but the assumptions are considered unrealistic. Other notions
of collective intelligence come from entomology based on observation that seemingly
independent individuals can cooperate so closely as to become indistinguishable
from a single organism called superorganism (Wheeler, 1911 [2]). The concept of
superorganism has also been revisited [3] because the elements of the colony that
was seen as an optimized entity perform a commotion of conflicting cooperative and
competitive activities. Other definitions of collective intelligence are:

e Collective intelligence is any intelligence that arises from, or is a capacity or
characteristic of, groups and other collective living systems [4].

e The basis and goal of collective intelligence is the mutual recognition and en-
richment of individuals rather than the cult of fetishized or hypostatized com-
munities [5].

e Collective intelligence defines the ability to decide collectively that assures ca-
pability of the group to perform equally or better than the individuals of the
group [6].

Also, many other terms are used to describe the same or closely related con-
cepts: community intelligence, swarm intelligence, collective behavior, crowd 1Q,
collective decision making, etc. MIT Center for Collective Intelligence (http:
//cci.mit.edu/) is one of the most prominent research groups working in the re-
spective field. The center aims to create new examples of collective intelligence, to
study the collective intelligence in existing organizations and to define theories on
collective intelligence. The center also organizes a conference specialized in collective
intelligence. In [7] the authors demonstrated the existence of a measurable collec-
tive intelligence in groups that is analogous to general intelligence in individuals.
Outtake from the statement on the center’s webpage:

“Our basic research question is: How can people and computers be connected
so that — collectively — they act more intelligently than any person, group, or
computer has ever done before?”
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Thomas W. Malone is the Patrick J. McGovern’s Professor of Management at the
MIT Sloan School of Management and the founding director of the MIT Center
for Collective Intelligence. He is also a co-author of the Handbook on Collective
Intelligence [8]. Each essay in the book describes the work on collective intel-
ligence in a particular discipline, for example, economics and the study of mar-
kets; biology and research on emergent behavior in ant colonies; human-computer
interaction and artificial intelligence; and cognitive psychology and the “wisdom
of crowds” effect. Other areas in social science covered include social psychol-
ogy, organizational theory, law, and communications. The center implemented
the Climate CoLab (http://climatecolab.org/) crowdsourcing platform. The
goal of the Climate CoLab is to harness the collective intelligence of thousands
of people from all around the world to address the global climate change. The
research of the center produced interesting results in the development of mea-
surement methods of collective intelligence and in providing evidence that there
is a collective intelligence factor (Wooley et. al. [9]). The concept of measur-
ing the 1Q is based on the assumption that people capable of solving certain type
of problems will perform well also with other types of problems. Wooley et al.
defined the collective intelligence analogously as the general ability of the group
to perform a wide variety of tasks. In two studies with 699 people, working in
groups of two to five, Wooley et al. found converging evidence of a general col-
lective intelligence factor that explains a group’s performance on a wide variety of
tasks.
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Figure 1. Standardized regression coefficients for collective intelligence and average in-
dividual member intelligence when both are regressed together on criterion task
performance in Studies 1 and 2 [9]
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In the first study, 40 groups of five were working for 5 hours on tasks from all
quadrants of the McGrath Task Circumplex [11] with varying difficulty. The tasks
comprised visual games, brainstorming, collective creativity tasks, making of moral
decisions and negotiating over limited resources. As a criterion task each group
played checkers against a standardized computer opponent. The IQ of all partici-
pants was also measured. The authors have found that a measurable general collec-
tive intelligence factor exists in groups and that it is not strongly correlated with
the average or maximum individual intelligence of group members but is correlated
with the average social sensitivity of group members, the equality in distribution of
conversational turn-taking, and the proportion of females in the group. The average
individual intelligence of the group members was not a significant predictor of group
performance (Figure 1, Table 1). In the second study the authors have verified the
findings for groups of different sizes.

Collective Intelligence

Brainstorming 0.38*
Group matrix reasoning 0.86**
Group moral reasoning 0.42*
Plan shopping trip 0.66**
Group typing 0.80%*

Avg. member intelligence | 0.19
Max. member intelligence | 0.27
Video game 0.52*

Table 1. Correlations among collective intelligence and group tasks for Study 1, n = 40
groups; *P < 0.05; **P < 0.001. Abbreviated from [9]

The experiments Wooley et al. conducted indicate that more than the average
intelligence of the group members the performance of the group depends on the
average social sensitivity of the group members, the equality in the distribution of
conversational turn-taking, and the proportion of females in the group. The authors
also state that the data show, the more women are on the team, the better. The
extreme is reached when the team has little gender diversity rather than all women.
That finding can be explained by differences in social sensitivity among men and
women which is important to the group’s performance.

Bachrach et al. from Microsoft Research [10] have conducted a thorough study
on algorithmic aggregation of the opinions of the groups of people to boost the
performance of the group. This study provided a solid base also for our research.
The findings imply certain application potential for solving real world problems.
Wooley et al. emphasized the role of social skills for the group’s performance. When
the interaction between the group members is left for an algorithm the problems
may be avoided and the group members do not need to meet or communicate.
Also, Wooley et al. did not specifically research whether the performance of a group
will in general and under what circumstances exceed the performance of the most
intelligent individual of the group. Bachrach et al. have focused on a specific task
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of solving an 1Q test (Raven’s Standard Progressive Matrices Test, [12]) rather than
on a wide variety of tasks and thus measured the individual and the group IQ
conventionally.
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Figure 2. Raven’s Standard Progressive Matrices Test is subject to copyright, this item is
similar to those used in [10]

The used test takes approx. 30 minutes to accomplish, it does not require liter-
acy of the respondent and it is often used to evaluate the logical thinking of school
age children. The test questions type is multiple choice with a single correct answer
(Figure 2). The sample consisted of 138 individuals aged 15-17 and it was repre-
sentative of the British population (Figure 3). The questionnaire was identical for
all individuals. Calculating IQ of a respondent based on the individual’s question-
naire is straightforward. Different is the situation when IQ of a group of selected
individuals is to be calculated. Simple majority aggregator with lexicographical
tiebreaking was applied (MAJ). For every given question the answers of the group
members are considered and the by the members most frequently selected answer is
chosen to represent the aggregated group opinion. Thus a new filled questionnaire is
obtained and the group IQ is calculated. Bachrach et al. used also a machine learn-
ing (ML) based aggregation method that addresses the limitations of the majority
aggregation. The model employing probabilistic graphical models [13] attempts to
make better inferences about the correct responses to items by jointly modeling the
participants’ aptitude and the correct responses. The underlying assumption is that
each participant has an associated probability of knowing the correct response to an
item, their aptitude, and that they will randomly guess the answer if they do not
know the correct response. The ML method learns which participants provide the
correct answers more reliably using a naive Bayes classifier.
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Bachrach et al. performed a thorough analysis on how the composition of the
group influences the aggregate IQ (the “crowd 1Q”) a relatively simple comparison
of the results of the two aggregating methods. The research results show that with
the increasing number of the group members (the “crowd size”) the aggregate 1Q
quickly increases but saturates soon (Figure 4). Figure 4 also shows that ML method
consistently outperforms MAJ aggregation and that the aggregate 1Q is significantly
higher than the average IQ of the group members.
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Figure 3. Histogram of IQ scores [10]

Although the aggregate 1Q is above the population mean of 115 it is below the
group and population maximum. The random crowds used for the analysis in Fig-
ure 4 are considered heterogeneous regarding the IQ. Bachrach et al. reported very
interesting results for homogeneous crowds. For example if the crowd members fall in
the 95 to 105 IQ interval the aggregate IQ surpasses the 1Q of the group’s smartest
member (Figure 5). This phenomenon was observed also by other homogeneous
groups of varying 1Q.

Next, Bachrach et al. have focused on the relationship between the individual
and the contextual IQ of the participants. A participant’s contextual IQ is the
expected increase in Crowd 1Q from adding that participant to a random permuta-
tion of the crowd’s members. For example, a person possessing a single skill that
is rare is more valuable to the team than a person possessing a large set of skills
that are common. Figure 6 shows that there is a positive correlation between the
individual IQ and the contextual IQ and also a high variance of contextual IQs for
participants of equal individual IQ. Individuals of equal IQ will have various effects
on the group’s performance ranging from beneficial to detrimental. If, for example,
there is a person capable to solve the IQ test items that are also many other persons
capable to solve, this person will contribute less to the crowd’s IQ or even lower it.
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Figure 4. Crowd IQ scores based on the MAJ and ML aggregators for different crowd sizes.
The crowds were drawn randomly and repetitively from the sample [10].

On the other hand, a person that is capable to solve the items that the majority
of the participants fail to solve but fails in solving the commonly solved items will
contribute more to the crowd’s 1Q.

Although adding the participant with the highest IQ score is a good heuristic,
better results can be achieved when the contextual IQ of the participant is consid-
ered. The aggregating algorithm influences the contextual IQ. MAJ was used to
produce the chart in Figure 6. The crowd IQ of all the participants was slightly
higher under the ML aggregator. Bachrach et al. also investigated the dependence
of the participants contextual 1Q on the aggregator. Figure 7 shows a high cor-
relation between participant’s contextual IQ under the MAJ and ML aggregators
(correlation coefficient of over 0.95) implying that in this case the key factors affect-
ing contextual IQ are the participant’s IQ and the uniqueness of the participant’s
contribution.

Wolf et al. [14] have investigated the influence of collective decision making in
the contexts where dichotomous decisions are to be made. The decision accuracy
of a solitary decision maker is fundamentally constrained by the trade-off between
true and false positives: a high rate of true positives is possible only at the cost
of a high rate of false positives; conversely, a low rate of false positives is possible
only at the cost of a low rate of true positives. Wolf et al. used an integrated
theoretical and experimental approach to show that a group of decision-makers can
overcome this basic limitation. In the generic decision-making context the decision
maker has to decide whether or not to take an action A, depending on the state
of the environment being 0 or 1. The decision maker does not know the state of
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Figure 5. Crowd IQ and maximal IQ for the groups with IQ of the members falling between
95 and 105 (homogeneous) [10]

the environment but perceives a cue of intensity x which provides some information
about the state of the environment (Figure 8). An example of such context is medical
decision making what is the context of our experiments that we describe below. In
that case the doctor (the decision maker) decides whether to apply treatment or
not (the action) based on the symptoms, medical images, etc. (the cue), reflecting
whether the disease is present or not present (the state of the environment). Wolf
et al. have shown that a group of decision-makers can both increase true positives
and decrease false positives simultaneously.

Wolf et al. first showed mathematically that, compared with solitary decision-
makers, a simple quorum decision rule allows decision-makers in groups to increase
true positives and decrease false positives simultaneously. First, every simulated
individual in the simulated group takes a decision. Then the individual observes
how the other individuals in the group have decided. The quorum decision rule
allows the individual to stick to the decision to take action when at least a certain
proportion of the group (quorum ¢, Figure 9) have decided to take action and to
change the decision otherwise. Both, the group size and the quorum threshold in-
fluence the result. The key assumptions in the model are that the true-positive
rate of a solitary decision-maker is higher than its false-positive rate and that
the perceived cue intensity by different decision-makers is independent from each
other.

The authors then tested the consistency of the predictions experimentally on
a total of 436 human participants divided into 24 groups. The model task was
predator detection. Each group of individuals was presented an image of a school
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Figure 6. IQ and Contextual 1Q [10]

of 144 fish aligned in a 9 x 16 grid. All fish in this school were identical, except
one odd fish, which had either six or seven spines while the remaining fish had no
spines. The subjects had to decide whether to “stay” (no odd fish observed or it
has 6 spines) or to “escape” (odd fish with 7 spines observed) in a time limit of 5s
after the 2s of observation have elapsed. The decision was recorded via a keypad
(polling 1).

The participants were then presented for 5s with a bar chart showing the num-
ber of individuals that decided to escape. The participants were then asked to
decide again (polling 2). Finally the participants were presented with the results
of the second polling and the correct answer (to stay or to escape). Consistently
with the prediction, the participants achieved higher true positives and lower false
positives in the second polling. When comparing polling 2 with polling 1, the av-
erage true positive of individuals increased in all of the 24 groups (Figure 10a)),
the average false positive of individuals decreased in 20 of 24 groups (Figure 10b)).
Increasing the group size increased the true positives and decreased the false pos-
itives. Wolf et al. provided strong supportive evidence that the participants used
quorum responses in their decision to escape in polling 2 based on the social infor-
mation provided after polling 1 and that individuals adjust their quorum adaptively
to the performance of the group. Wolf et al. have confirmed that collective in-
telligence is possible only when the decision makers evaluate the identical pieces
of information differently, dependent on their experience and cognitive style. The
decision accuracy in contexts such as medical decision-making may be improved
by group decisions in which decision-makers make decisions without a prior ex-



Artificial Intelligence Aggregating Opinions of a Group of People 1501
1.3
* ./.
11 -
L Y *, *

0.9 +
e * # y=.998x - .004
2 i L R =0.90

: *

g . N
8 05
% 3 3w
9 e o ¢
£ 3o 3
S »

0.1

-0.1

-0|3 T T T T T 1

04 0.6 0.8 1 1.2 1.4

Contextual 1Q (MAJ)

Figure 7. Contextual IQ under the majority and machine learning aggregator [10]

(@) threshold ¢ (b)
environment in state 0 | ‘take action A’ 1.0
false positive 0.8
> 2
2 =
3 g
= 2 0.6
(2] T (]
“g—': Ho £
2 B
= true positive Z 04
2 environment in state 1 =
=
/ ~ 0.2
T T T T T
Hy 0 0.2 0.4 0.6 0.8

perceived cue intensity, x (arb. units)

1.0

probability false positive

Figure 8. Generic dichotomous decision-making context [14]

change of opinions and differ in their experience, cognitive style and/or personal-

ity.

The concept of collective intelligence is not reserved to the systems contain-
ing humans. Also systems comprising artificially intelligent entities (or mixed sys-
tems) may act collectively, sharing information and responsibilities. Kvasnicka and
Pospichal [17] have investigated an application of artificial intelligence techniques
to get a better and deeper understanding of Halbwachs concept of “collective mem-
ory” [18]. They found that the concept of collective memory forms a base for pro-
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the trade-off between true and false positives. [14]

duction of an effective tool for acceleration of adaptive and evolutionary problems
in multiagent systems. The concept of collective memory as used in social sciences
and in artificial intelligence has many common properties.

3 EXPERIMENTAL DATASET

Our aim was to build an experimental setup that would allow us to collect data and
evaluate various methods for aggregating opinions of groups of people. With regard
to the technical education of the volunteering participants who were the students of
the Faculty of Electrical Engineering and Informatics at the Technical University in
Kosgice, Slovakia, we have chosen a non technical model problem we have assumed
the most of the participants will have very little experience with. The model prob-
lem was lung nodules detection in X-ray images. For this study the participants
had to state whether there is or there is not a lung nodule present in the image.
Our assumption was that the participants will initially perform slightly better than
a random classifier and after a short education improve their accuracy. Thus we
were able to evaluate the impact of collective decision making on groups composed
of individuals with various success rates. The X-ray images used were taken from
the standard digital image database with and without chest lung nodules [15], cre-
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Figure 10. After taking the decision of other group members into account (polling 2, white
bars), individuals both increase their true positives and decrease their false posi-
tives. Polling 1 results are show by the black bars [14].

ated by the Japanese Society of Radiological Technology in cooperation with the
Japanese Radiological Society in 1998. The database consists of 154 nodule and
93 non-nodule high resolution 12 bit grayscale images (2048 x 2048 matrix size,
0.175 mm pixel size). Every image is provided with additional information on pa-
tient’s age, gender, diagnosis (malignant or benign), X and Y coordinates of the
nodule, degree of subtlety in visual detection of the nodule (1-5, 0 means there is
no nodule). Each image contained zero or one lung nodule. We have built a web
based application to collect data independently from the participants. Screenshot
is in Figure 11. Data were then stored in a database and analyzed.

4 THE AGGREGATION METHODS USED

We have used three aggregation methods. First we will present the artificial intelli-
gence based method derived from the adaptive boosting (AdaBoost) approach [15].
Yoav Freund and Robert Schapire won the Godel Prize in 2003 for their work on
this machine learning meta-algorithm. Adaptive boosting is used with many types
of learning algorithms. The underlying idea is that the output of the learning algo-
rithms that are assumed to perform at least slightly better than random guessing
and are called “the weak learners” is combined into a weighted sum representing the
final output. The original implementation of AdaBoost generates the weak learn-
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Figure 11. Screenshot of the web application used to collect the participants’ responses.
Instructions are in Slovak language.

ers gradually so that the training of the subsequent learners is altered in favor of
the learning instances that were misclassified by the previous learners. We see this
meta-algorithm as a form of collective intelligence where the opinions of the weak
learners are aggregated. Each learner processes the information independently and
has slightly different “cognitive abilities” (as a result of the altered training con-
ditions). These features comply with the predispositions for forming a collective
intelligence behavior as formulated above [9, 10, 14]. In our case we consider the
participants to be the weak learners. We do not train the participants on particular
and specific examples but we use the confidence measures that are calculated by the
AdaBoost.

The modified adaptive boosting (MAB) algorithm that we have proposed for
the aggregation of opinions considers the participants to be the weak hypotheses
hi(z). Every participant provides his/her predictions for all presented images. The
participant’s predictions on a subset of m of the presented images z1, ..., x,, are
used to set the parameters of the MAB model. We call this subset of the images the
training set because it is used to train the MAB model. The participants were first
responding to the images without being educated on the topic. Selected participants
were then provided some education on the nodule detection and if a subset of the
images was used in this process we call this subset the educational subset to avoid
confusion. The training and the educational subsets are mutually exclusive. The
correct responses for the training images are designated 1, ..., y,, and have values
of 1 or —1, (nodule or no nodule present). The MAB meta-algorithm is built with
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a group of T' participants and the selected training images. For any given group of
T members and for any given image + MAB combines the weak hypotheses h;(z):

H (z) = sign <i achy (x)) (1)

t=1
where:

e N, is the weak hypothesis (the participant is providing it),
e 1 is the input (the presented image in our case),

e o; € R are the parameters that have to be found.

The machine learning AdaBoost trains the weak hypotheses on different subsets
of the examples available. We did not educate the participants this way although
it is possible, more complicated and the resulting MAB is limited to use the same
group of the participants. It is the subject of the future work. The participants
naturally vary in their performance. We have decided to build the MAB models
with the assumption that the inherent variability will at least partially replace the
different education. The goal is now to assign the appropriate parameters to the
weak hypotheses. For the given training set: (z1,v1), - .-, (Tm,Ym) Where y is the
expected output the weights D;(j) for 7 = 1,...,m are initialized:

Dy (i) =1/m. (2)

Let us create a list h containing the items initialized as [h;, ay = 0,6, = —1].
Let us create an empty list . MAB continues in a loop of the Algorithm 1.

fort < 1 to T do
for ¢ < 0 to number of elements in h do
Calculate € as the sum of D;(j)
for all j =1, ..., m, where h(j) was incorrect
end
find the item in the list A with the &,,,;, = minimal &
calculate « of the item: a = 0.510g((1 — €min/Emin)
transfer the item from the list h to the list A’
recalculate D where Z; is a normalizing factor so that D;; is a
probability distribution:

D, (i) exp (—ouyih: (x;))
Z

Dy s (Z) =

end
Algorithm 1: Preparing for the aggregation
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Now the list h is empty and the list h’ contains the parameters of the MAB that
are used to calculate the aggregate output of the group (Equation (1)). An important
difference to the machine learning AdaBoost is that the participants provide crisp
predictions (a nodule or no nodule) instead of real valued output reflecting (at least
theoretically) the probability of the correct answer (what would be a confidence in
one’s decision in our case).

We have used two other methods to compare the proposed MAB method to. One
was a simple majority voting aggregation (MV) that considers opinion of the every
member of the group to be equal and the most frequent prediction is considered the
aggregate prediction. If there is even count of positive and negative predictions the
aggregate prediction is chosen randomly. This may occur in the groups with even
number of the members only. MV does not take into account the probability of the
correct prediction of the individual members. The last aggregation method we have
used is weighted voting (WV) that takes the reliability of the individual members
into account. The reliability R, of a group member ¢ is a function of the individual’s
probability of a correct answer P, calculated statistically based on the participants
predictions made on the training images:

And the aggregate output is:

H (x) = sign 2 Rihy (). (5)

5 EXPERIMENTAL ANALYSIS

We have collected 45 voluntary participants in the initial experiments. The partici-
pants were the students of the Technical University in Kosice, 37 males and 8 females
aged 19 to 24 years. The participants had no previous experience with lung nodule
identification. The presenter explained to the participants what are they about to
do and how do they log in into the web application that we have implemented to
collect their responses. The participants were then presented with 30 X-ray images
(15 contained a lung nodule) and they decided for each of them whether they see or
they do not see a lung nodule in it. The participants also designated the position of
the nodule when they saw it. All participants responded to the same set of images
but presented in different, random order. The participants were then educated on
lung nodule detection. The application presented them several images with lung
nodule position shown. After this education the participants responded to another
set of 30 X-ray images (15 of them again contained a lung nodule). The image
sets used in the pre-education, education and post-education phases were mutually
exclusive. The participants were also (falsely) informed that the images are ran-
domly taken from a database and the number of positive and negative images varies
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to avoid them having assumptions on the number of positive samples in the image
sets. We have performed an initial test on 10 randomly chosen participants to see
how the aggregating algorithms perform on a heterogeneous group (performance-
wise) and see whether education improves their performance. The accuracy of the
participants was calculated as the percentage of correctly classified images from all
images in the set. Because there was 1:1 ratio of positive and negative images, the
accuracy of 50 % corresponds to random guessing. The accuracies of the participants
varied greatly. The results are in Table. 2. We have observed that the process of
education improves the performance of most participants.

Accuracy before | Accuracy after

Education in % | Education in %
Max. accuracy in the group 70.00 80.00
Min. accuracy in the group 52.22 52.41
Average accuracy 59.48 67.83
MAB aggregate 70.00 77.96
MV aggregate 68.33 76.11
WV aggregate 65.00 80.37

Table 2. Comparing classification accuracies before and after education of the participants

The proposed MAB aggregator performed almost as good as the best perform-
ing member of the group. The findings published in [10] indicate that the presently
used aggregation methods do not outperform the best individual of a heterogeneous
group. Next we have investigated the collective intelligence of the groups composed
of the similarly performing participants. We have considered the percentage accu-
racy of a participant achieved on a subset of the presented images to be the only
performance measure. The goal of the experiment was to observe the relationship
between the collective intelligence and the composition a group. For this experi-
ment we have formed several groups of the participants based on their performance
falling in the given range. Randomly selected subset of the responses of each par-
ticipant was used to set the parameters of the MAB and WV models and collective
intelligence was calculated. This process was repeated 30 times and the collective
intelligence of the group was calculated as the average of all values. The results were
compared to two heterogeneous groups of 12 and 44 participants (HTR 1 and 2).
Table 3 summarizes the experimental results. Please note that the participant’s
accuracy used to select him/her for a given group was calculated using all responses
of the participant and the accuracy of the best performing participant in group was
calculated over a randomly chosen subset of the responses. Therefore the listed
maximum accuracy of the group’s top performing member may exceed the group’s
stated homogeneity interval’s top boundary. The experimental results showed that
the more complicated MAB aggregator does not generally outperform the simple
MV aggregator. The WV aggregator performed the worst, although it takes into
account the group members’ reliability in similar way as MAB does. For all testing
groups, the accuracy of either MAB or MV aggregators exceeded the accuracy of
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the group’s top performing member. MAB consistently outperformed the group’s
top performing member for homogeneous and heterogeneous groups.

Accuracy in %

\ Accuracy ranges for the homogenous groups |HTR 1.|HTR 2.

50-55 [ 50-60 | 60-70 | 65-70 | 65-75| 70-83 | 75-83
Group’s top 56.1| 60.6| 70.5| 71.5| 74.8| 81.4| 82.0 79.4 81.5
performing
member (GTM)
Group’s average | 53.2| 55.5| 65.7| 67.9| 68.6| 75.1| 784 69.5 65.4
accuracy (GAA)

100*(MAB- 8] 107

GTM)/GTM

100*(MAB- 21.1| 209]25.6 | 24.7| 2.13| 19.0] 14.0] 20.7] 329
GAA)/GAA

100 (MV- 21| 160] 200| 25.0] 10.8] 68| 34 76| 23
GTM)/GTM

100 (MV- 32| 26.7| 288| 31.7| 20.8] 15.7| 82| 229] 217
GAA)/GAA

Table 3. Comparison of the aggregating methods performances on homogenous and het-
erogeneous groups. The top performing method is highlighted in every column.

We have calculated the percentage increase of the aggregate accuracy over the
group’s best and the group’s average. The values are in Table 3. below the double
line. We have used these values to construct the graph in Figure 12. The collective
intelligence exceeded the group’s top performing member and the group’s average
the most in the groups composed of the members performing close to the general av-
erage of approx. 67 % accuracy. In the contrary to the findings of Bachrach et al. [10]
the MAB and MV aggregators outperformed the top performing members also for
the heterogeneous groups. We are in the process of collecting a much larger dataset
and these findings need to be verified. We have also investigated the influence of
the group size on the quality of the aggregate output. We have randomly generated
groups of various sizes, calculated the aggregate output and averaged the values for
the given group size. We have considered the participants before and after education
to represent distinct hypotheses thus virtually doubling the number of the partic-
ipants. This is not ideal but justifiable because all participants were educated on
different image sets. Certainly, the results must be verified using a larger number
of participants. Figure 12 shows the experimental results. All aggregation methods
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Figure 12. The increase of the collective intelligence (aggregate accuracy) over the group’s
top performing member and the group’s average accuracy measured for homoge-
neous groups as of Table 3

outperformed the best performing member of the group with no significant differ-
ences among each other. At first there was an increase of the collective intelligence
with the group size but a plateau was soon reached at the group size of 17 people.
This is consistent with the findings of Bachrach et al. [10]. MV and WV methods
did not outperform the GTM of the maximum size group. MAB continued to per-
form better than GTM. If this trend would continue it must be tested in a larger
experiment. Theoretically, the principles of adaptive boosting give us the potential
to fully utilize the potential of arbitrarily large groups of people. We have men-
tioned that when the participant answered “yes, there is a nodule” he/she had to
mark the location of the nodule by a mouse click. So far we have considered the
participants to be dichotomous classifiers and did not address the question what are
their answers based on before and after the education. We have investigated the
cases when the participant answered positively and there was in fact a nodule in the
X-ray image (true positives). We have compared the location of the nodule marked
by the participant with the ground truth and if the distance of the coordinates was
less than the average nodule radius plus 20 % we have considered the positive an-
swer to be founded, otherwise to be unfounded. Before the education, an average
of 31% of the true positives was founded. This means that the remaining 69 % of
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unfounded decisions was based either on random choice or on other features of the
X-ray image than the nodule presence. We did not investigate the reasons further
at this point. After the education the overall accuracy of the participants has in-
creased. The percentage of the founded true positives increased from the average of
31% to the average of 52 %.

95
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Figure 13. Collective intelligence vs. the number of the group members

6 CONCLUSION AND FURTHER RESEARCH

We have focused on the development and testing of the methods for aggregation
of opinions of a group of people. First, we have provided an overview of the state-
of-the-art of the related research. The widespread term “collective intelligence” is
used in several contexts. We have proposed an opinion aggregation method based
on machine learning meta-algorithm AdaBoost and we use it to make a set of in-
telligent entities (people, in our case) behave and act as a single entity thus cre-
ating a collective intelligence. The model problem was lung nodule identification
in digital X-ray images of the chest. The problem enabled us to investigate not
only the correctness of the individual answers but also whether the answers were
founded or unfounded. We have recruited 45 voluntary participants for the ex-
periment. We have compared the proposed MAB method to simple aggregation
methods. The experimental results showed that none of the used aggregators per-
formed consistently better than another. We have investigated the aggregate out-
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put of performance-wise homogeneous and heterogeneous groups. The aggregate
output of a group was consistently better than the output of the best perform-
ing member of a group. This contradicts the findings of Bachrach et al. [10] who
found that aggregate output outperforms in general the group’s top member for
homogeneous groups only. We have confirmed that increasing the group size in-
creases the collective intelligence up to a certain limit. After this limit is reached
increasing the group size does not increase the collective intelligence. The results
indicate that MAB aggregation may overcome this limit and utilize an arbitrarily
sized group to the full potential but this hypothesis must be verified in a larger
experiment. We have also found that it is possible to build a relatively reliable
collective X-ray image classifier with uneducated participants although the major-
ity of their correct answers were unfounded. We have presented what we consider
a base for our future research. The adaptive boosting principle may be imple-
mented in several ways for the aggregation of the opinions. We have used a sim-
ple and straightforward way. The participant’s confidence into his/her answer was
not taken into account but we will collect and utilize this information in the fu-
ture. The group members were not trained on specifically selected images as it is
done by the machine learning AdaBoost. This is more complicated with the hu-
man participants because the group members must be trained consecutively but
this option is also to be tested. We have not aggregated the opinions on the lo-
cation of the lung nodule yet. We prepare an implementation of the AdaBoost
based aggregation that provides a real valued output to do this. We have also up-
graded the web application and we are in the process of collecting a larger set of
answers.
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